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TENOR 2015

First International Conference on Technologies
for Music Notation and Representation

Music notation serves the needs of representation, writing and creation. New musical forms such
as electronic and/or interactive music, live coding, as well as the migration of musical instruments
to gestural and mobile platforms, hybridizations with dance, design and multimedia tend to extend
the notion of score in contemporary music, revisiting it through new forms of writing, and spreading
it over different media. Until recently, the support provided by computer music to the field of symbo-
lic notation remained fairly conventional. However, recent developments indicate that the tools for
musical notation are today ready for a move forward towards new forms of representation.

Musical notation, transcription, sonic visualization, and musical representation are often associa-
ted in the fields of musical analysis, ethnomusicology, and acoustics. The aim of this conference is
to explore these recent mutations of notation and representation in all these musical domains. The
first International Conference on Technologies for Music Notation and Representation is dedicated
to theoretical and applied research and development in Music Notation and Representation, with a
strong focus on computer tools and applications, as well as a tight connection to musical creation.

The scholarly conference, posters and demo are taking place at Paris-Sorbonne University and
I[rcam.
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Keynote

Does musical notation have a cultural centre?

In music encoding the expressions “common music notation” (CMN) and “common-practice per-
iod” are used freely as umbrella terms to cover European art music from 1700 to 1950. We use
these terms as if a uniform understanding could be assumed. Increasingly, though, CMN is invoked
to exclude music of three categories—early music, recent music, and non-Western music. If we
examine CMN more closely, especially from the perspective of digital manipulation of some kind,
we are inclined to keep chipping away are elements of some music within CMN to exclude particu-
lar or idiosyncratic repertories—Verdi operas, Tchaikovsky symphonies, the music of Béla Bartdk
and Zoltan Kodaly, Western non-classical music of particular kinds, music that fulfills pedagogical
needs, Braille Music Notation, and so forth. We also quickly discover that early music is not one
“thing” in terms of notation but a cornucopia of notational styles, many of them less fully specified
than the average score of today.

In the end, the same can be said of CMN: to the extent that written music is a compromise
between a world of imagined sound and an practical means of enabling others to interpret it, the
most seemingly conventional scores sometimes pose problems for which the encoder must choose
between convention and reason, or else invent a new graphical means of expression. This is what
has given rise in recent decades to frequent calls for new methods of notation, which in turn may
threaten to undermine the usually serviceable language of CMN. While enabling music to seek new
directions, we must be wary of invoking the “silo” practices of medieval scriptoria, in which music
was “notated” exclusively for the use of a few individuals well known to the scribe.

E. Selfridge-Field Eleanor Selfridge-Field, Consulting Professor Music, is a musicologist and digi-
tal humanities scholar at Stanford University, where she heads the Center for Computer Assisted
Research in the Humanities, an affiliate of the Packard Humanities Institute. She is the author of 16
books in digital musicology and 5 in historical musicology. Her teaching, most of it in collaboration
with Craig Sapp, focuses on music representation systems and music-information retrieval.
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LEADSHEETJS: A JAVASCRIPT LIBRARY FOR ONLINE LEAD
SHEET EDITING

Daniel Martin
Sony CSL

dmartinmartinez
@gmail.com

ABSTRACT

Lead sheets are music scores consisting of a melody and
a chord grid, routinely used in many genres of popular
music. With the increase of online and portable music
applications, the need for easily embeddable, adaptable
and extensible lead sheet editing tools is pressing. We
introduce Leadsheet)S, a Javascript library for
visualizing, editing and rendering lead sheets on multiple
devices. LeadsheetJS provides lead sheet editing as well
as support for extensions such as score augmentation and
peer feedback. LeadsheetJS is a client-based component
that can be embedded from arbitrary third-party websites.
We describe the main design aspects of LeadsheetJS and
some applications in online computer-aided composition
tools.

INTRODUCTION

A lead sheet is a specific type of music score consisting
of a monophonic melody with associated chord labels
(see Figure 1). Lead sheets are routinely used in many
styles of popular music such as songwriting, jazz, pop or
bossa nova.

With the rise of online music communities using
performance or pedagogical applications, there is an
increasing need for tools for manipulating music scores.
In this context, music notation takes an important role,
and in particular lead sheets, which are the main form of
score for popular music. There is also a need for web-
based tools for visualizing, playing, and editing lead
sheets collaboratively. Such tools should also work on
various devices, following the trend in using web
applications on mobiles and tablets. Finally, these tools
should intercommunicate easily with other tools, e.g. by
being embeddable in third-party websites.

The most popular score editors, Finale and Sibelius,
are designed as desktop applications. As such they cannot
be used online, even though cloud features can be added,

Copyright: © 2015 Daniel Martin et al. This is an open-access article
distributed under the terms of the Creative Commons

Attribution License 3.0 Unported, Which permits
unrestricted use, distribution, and reproduction in any medium, provided

the original author and source are credited.
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e.g. to share scores by exporting them to the web [9]. The
open-source desktop-based editor MuseScore® provides
features for sharing scores but does not provide directly
online editing. There are many online tools to edit and
view scores, but they do not rely on web standards, and
often require the installation of a plugin on the web-
browser. Some tools, such as NoteFlight®, Scorio® or
Flatio*, do follow standards and produce machine-
readable scores, but they are not designed specifically for
lead sheets. For instance, they do not support chord
notations, an important feature of a lead sheet.

Besides offering basic score editing services, online
lead sheet tools should provide features for augmented
editing, e.g. to be tailored to pedagogical or social
contexts. The ability of adding heterogeneous graphic
objects such as colored layers, text or images, is crucial to
enable collaboration between users as a way for giving
feedback on certain parts of the score. INScore [4]
supports various graphical objects, but is not easily
embeddable in an online application and it is more
focused on real-time rendering of interactive music scores
[6] for new forms of composition and performance.

This paper presents LeadsheetJS a Javascript library
for storing, visualizing, playing, editing and making
graphical annotations on lead sheets. In the following
section we describe the main features of the library. Then
we give some hints about its implementation. We finally
describe tools built on top of this library.

LEADSHEETJS

Leadsheet]S is a Javascript library for lead sheets. It
enables the edition and visualization of lead sheets under
conventional formats, as well as rendering, playing and
storing lead sheets in a database. Figure 2 shows how
LeadsheetJS interfaces with the player, the menu for
editing and the rendered leadsheet.

LeadsheetJS provides tools for users to collaborate and
give feedback to each other by highlighting certain parts

'http://musescore.org/
nttp://www.noteflight.com
*http://www.scorio.com/
*https://flat.io/



of the lead sheet and commenting or suggesting
modifications. Leadsheet)S has been implemented in
Javascript, the main programming language for web
browsers. This makes Leadsheet)S web-friendly and
easily embeddable in third-party sites, as well as
adaptable to several devices.

In the next sections we describe the main features of
LeadsheetJS and we give a detailed explanation about the
main design and implementation aspects.
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Figure 1. The lead sheet of Alone together by Dietz & Schwartz, as
found in a typical Fake Book.
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Figure 2. Alone together by Dietz & Schwartz, rendered in a browser
with Leadsheet]S

1 Peer feedback on lead sheets

“The one true comment on a piece of music is another
piece of music”, Stravinsky [17].

Music composition, as well as music learning, is a
domain in which feedback on pieces being composed
plays a major role. Feedback is traditionally provided by
a teacher. Nowadays, on-line learning websites provide
tools for peer-feedback in which learners can produce and
review feedback made by peers.

The possibility of giving feedback on the audio
representation of a piece of music has been addressed in
previous works, e.g. [19, 20]. However, by commenting
on pure audio, i.e. on a rendered waveform, users are
limited to commenting on given time spans, whereas by
commenting on a lead sheet, users can refer directly to
the musical elements making up lead sheets, such as
notes, chord labels, chord transitions, bars or structural
elements (see Figure 3).
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Figure 3. Examples of annotations on specific parts of a lead sheet.

In LeadsheetJS, feedback can be given at three levels:

a) Musical feedback: the basic level of feedback
is musical. That is, a suggestion of a
modification of a certain part of the lead
sheet, such as changing certain notes, or
certain chord labels,

b) Text feedback: musical suggestions can be
explained with an explanation in the form of
text comment,

c) Audio feedback: sometimes a musical idea is
better expressed by being played in an
instrument. Users can record a musical
snippet, upload it and associate it to a specific
metrical location in the lead sheet.



2 Embeddability

Arbitrary websites can render lead sheets by importing
the LeadsheetJS library in the HTML source code. New
lead sheets can be created or imported and rendered and
edited from the site. As an example we show a website in
the MusicCircle platform [19], displaying the lead sheet
Blue Room by Rodgers & Hart (see Figure 4).

First, the LeadsheetJS library is imported in the HTML
page. Then, the lead sheet of Blue Room is imported from
a database (LSDB, described later) in our JSON lead
sheet format through the LSDB API, which allows
external sites to retrieve lead sheets. Finally, the JSON
text is converted to a LeadsheetJS object and displayed in
the page (see Figure 5).

(locamost 8888 [-matthen. X | | Jarz ead sheets dev2.musiccirceproject.c.

dev2.musiccirdeproject.com,
Music
Circle
Jazz lead sheets

Blue Room by Rodgers-Hart
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Figure 4. A lead sheet view embedded in a third party site.
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Figure 5. Architecture for embedding LeadsheetJS.

3  Multi-device

Web applications are not accessed only from a desktop
computer but also from tablets and mobile phones:
responsive web design has become essential for designing
web applications. To that aim, Leadsheet]S resizes
automatically scores depending on the width of the
screen. This way it can be visualized in devices with
different screen sizes such as tablets or mobile phones
(see Figure 6).
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Figure 6. LeadsheetJS on a 1024x768 tablet.

4 Audio wave visualization

Leadsheet]S does not handle only symbolic information.
Recordings of the performance of a lead sheet can also be
associated to the lead sheet. Leadsheet]S provides
visualization of the recording’s waveform synchronized
with the lead sheet, so that on top of each measure, the
waveform of the recording part corresponding to that
measure is displayed (see Figure 7). This feature is useful
for musicians who record themselves performing a given
lead sheet. They can then listen to their performance and
see at the same time the lead sheet and the audio
representation.
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Figure 7. Leadsheet]S visualizing Solar, by Miles Davis, and audio
recording displaying

5 Design

LeadsheetJS is a complex library that provides many
functionalities (editing, visualizing, playing, storing).
From an architectural point of view, it needs to be
maintainable, scalable and extensible. Furthermore,
modularity is required as users may need to use only
certain features of Leadsheet]S. For example, a music



blogger may want to visualize and play lead sheets in her
blog without allowing edition or audio visualization.

The design of Leadsheet]JS is module-based. It is
inspired by Zakas’ architecture [21] in which every
module is an independent unit that does not need any
other module to work. Zakas’ architecture is based on the
MVC (Model-View-Controller) architecture. Every
module has its own model, view and controller classes.
Each module is composed of a set of classes. There is one
file per class. In total Leadsheet]S contains about 150
classes.

LeadsheetlS is a client-based Javascript library, i.e. it
runs in the browser. However, certain functionalities
require communication with a server or a database, such
as storing or retrieving lead sheets. Databases and servers
are not part of Leadsheet]S, yet it provides modules to
communicate with them.

The architecture scheme is shown in Figure 8. The
central module is Leadsheet Model. All modules depend
on it since they need it in order to work. Modules Viewer,
Player and Interactor provide visualization, playing and
edition functionalities respectively. The Annotation
module provides graphic annotation for peer feedback
purposes. The Format exporter/importer modules is a
converter to various formats so that the represented lead
sheet can be sent to (or received from) other applications.
The Ajax module facilitates the communication to a
server. Therefore, it is used by the modules that depend
on a server: the Data Base module, which is in charge of
storing the lead sheet to a database in a given format, and
the modules that are analysis tools which we describe in
section 3.

Leadsheet

Model

Figure 8. Module architecture of LeadsheetJS.

Thanks to its modular nature, Leadsheet]S can be
easily extended by adding modules that communicate
with the existing ones.

In Figure 9 we show an example of Leadsheet]S
embedded within a complete system with a client/server
database system where LeadsheetJS is the client part, and
PHP is the language on the server side that manages user
sessions and persistence (saving lead sheets into a

MongoDB database). The Ajax module is in charge to
send requests to the server. For example, in order to store
a lead sheet in a database the Database module will send
the data to the server as an HTTP request through the
Ajax Module.

The core module, Leadsheet Model, represents a lead
sheet. A lead sheet consists of a melody that is in most
cases monophonic, and a chord label grid representing the
harmony. From a structural point of view, a lead sheet is
a hierarchical structure composed by sections, which are
composed of bars, which in turn are formed by a list of
notes (a melody), and a list of chord labels. Each of these
levels defines specific attributes: at the top level, the lead
sheet has a composer, a title, a style as well as musical
attributes such as global key and time signature. Section
related information attributes are section name, number
of bars, number of repetitions and number of endings.
Bars may also have specific time or key signature
changes, as well as structure labels like coda or segno.
Finally, the lowest levels of the hierarchy are notes and
chord labels.

Browser

JavaScript (JS)

Persistence

LSDB platform
_LeadsheetJS

'LSDBAPI
PHP

Figure 9. Example of a client-server database structure using
LeadsheetJS.

The example in Figure 1 shows a lead sheet as found
in a typical Fake book, with its attributes such as title,
“Alone Together”, composer “Howard Dietz and Arthur
Schwarz”, style “Medium Ballad”. This lead sheet has
two sections: the first one contains 14 bars and two
endings; the second one has 12 bars.

The Leadsheet Model module enables applications to
store and retrieve information about a lead sheet such as
its structure, a specific bar, a chord label, or a group of
notes, as well as metadata associated to it such as its title,
composer, style, time signature or key signature. Typical
queries include get the notes of the first bar, get the
number of sections, etc. The Leadsheet Model also
enables creation of new lead sheets or copies.

5.1 Viewer

The Viewer renders lead sheets on the web browser
through an HTML5 canvas API, which allows generating



graphics dynamically. The Viewer uses Vexflow®, a low
level score rendering Javascript library. Vexflow
addresses low level rendering of notes and staves,
whereas LeadsheetJS specifies what to draw in each bar
as well as other higher level tasks such as determining
how many bars to display per line.

5.2 Interactor

The Interactor component provides the editing part by
using the library JQuery® which, among many other
things, takes care of event handling. Keyboard and mouse
events are caught by the Interactor to perform desired
transformations on an edited lead sheet. We introduce
three levels of edition: notes, chord labels and bars. Note
edition works like in any traditional score editor. Chord
label edition provides specific interaction schemes such
as completion to suggest the most relevant chord types in
a given context (see Figure 10). LeadsheetJS contains a
comprehensive database of over 300 chord types,
collected during the process of a lead sheet database
compilation described in section 3.1.
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Figure 10. Chord label completion to speed up edition.
5.3 Player

LeadsheetJS provides a MIDI Player which uses the
library MidiJS’ to play a lead sheet, i.e. both the melody
and the chord labels. The chord labels are transformed
into MIDI chords.

The chord labels are represented by a pitch and a chord
type. E.g.: in C# maj7, C# is the pitch and maj7 the chord
type. The chord type database provides information about
the note degrees for each chord type. For instance for
maj7 the degrees are I, I11, V and VII.

In order to play chords, LeadsheetJS transforms chord
labels into sets of MIDI notes by calculating the notes

*http://www.vexflow.com
®http://jquery.com/
"http://mudcu.be/midi-js/

degrees of the chord type relative to the root pitch. E.g.:
for C# maj7, notes are C#-E#-G#-B#. The player plays
them arbitrarily in the 4™ octave, so MIDI notes are 61-
65-68-72. Other more refined MIDI players can easily be
defined by the user.

5.4 Javascript Module Management

As a client-based application, Leadsheet]S runs on the
browser, so each Javascript file needs to be imported in
the HTML source code through the script tag. This may
be an issue as we need to include explicitly each file and
there are around 150 classes, while not all classes are
always needed. For example, an instance of Leadsheet]S
could only show a lead sheet and play it: in that case
there is no need for editing, so the Interactor module does
not need to be loaded. To optimize loading time, and
ensure only needed modules are loaded, LeadsheetJS uses
RequireJS 8 a tool to manage dependencies in Javascript.

In order to provide communication between modules
in an uncoupled way we make an intensive use of the
Mediator design pattern [12]. The Mediator pattern
encapsulates the way different modules interact. It
enables a module to subscribe to an action of another
module which publishes it.

For example, when the Leadsheet Model module
changes the pitch of a note, it publishes that action; that
is, it sends a message to a mediator telling that the note’s
pitch has changed. The mediator checks which modules
are interested in the action of note pitch changed; that is,
which modules are subscribed, and informs them. This
way, the Viewer module, which is subscribed to note
pitch changed, knows it must redraw the score.

The advantage of using this pattern is that Leadsheet
Model and Viewer do not communicate directly, which
brings to uncoupled code, thus, more scalable and
maintainable.

5.5 Javascript implementation

Javascript is a prototype-based language rather than a
class-based one like C++ or Java. In order to define
classes, there are mainly two approaches: to use Object
literals or to use prototypes. By using object literals to
define classes one can use private variables by using the
Module Pattern [12]. The Module Pattern takes
advantage of closures to simulate private variables, which
are not natively supported in Javascript. On the other
hand, using prototypes to define classes one cannot
emulate private variables, but this approach has the
advantage that it is less memory consuming, since all the
methods of all instances of a class share the same
memory. We have mainly used the Prototype approach as

®http://requirejs.org/



we are using multiple instances of many classes such as
NoteModel or ChordModel.

6 JSON lead sheet format

LeadsheetJS provides a format to store lead sheet data in
a database. The most common format for representing
music scores is MusicXML [7]. Leadsheet]S does not use
MusicXML for the following reasons: first, in
MusicXML, chord labels’ information is associated to a
note, so the start beat of the chord is the same as that of
the associated note. This makes it difficult to represent
chords whose start beat does not match with the start beat
of a note. This might not be a problem for other kinds of
scores, but in lead sheets chord labels are crucial. That is
why in our lead sheet format each chord label has its start
beat information. Second, MusicXML provides exact
formatting: it saves both musical and visualization
information; e.g. for each note it saves the stem direction
and the exact position in which it will be shown.
LeadsheetJS only needs the musical information to render
the lead sheet. The visualization aspects (stem directions,
position of each element...etc.) is decided by Vexflow.

There are other human-readable music notation
formats like ABC [3] and Lilypond [11]. Both are
designed to let users create easily scores by writing text
which is compiled by a software that produces a rendered
score as an output. Therefore, they are not designed to be
used in WYSIWYG® editors. The Guido Music Notation
format [5], designed to be rendered by the Guido Engine
Library [2] is similar to them, but is not only a
representation format; it also supports ‘functions’ as
instructions for transforming the score (e.g. transposing a
melody). In our case, readability is not a priority as we do
have a WYSIWYG editor. Instead, we have designed a
JSON (JavaScript Object Notation) based format [1], as
JSON is a popular lightweight format which is widely
used in web APIs. For example, the GUIDO APl web-
service is based in JSON [18]. Further, a lead sheet has a
hierarchical structure which can be very well represented
by the JSON format (see Figure 11). The decision of
using JSON has distanced us from using other formats
like MEI [16], a notation encoding standard based on
XML similar to MusicXML.

However, LeadsheetJS is compatible with MusicXML
as it provides a parser to transform MusicXML to our
JSON lead sheet format, and it will eventually support
other formats too (Lilypond, Guido and ABC).

®What You See Is What You Get
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Figure 11. The lead sheet Alone together represented in JSON.

OTHER APPLICATIONS

This section describes applications using LeadsheetJS in
various ways.

1 Lead sheet Database (LSDB)

The Lead sheet Database (LSDB) [15] is a
comprehensive, on-line database of lead sheets for jazz
and Brazilian music. Currently LSDB contains over
10,000 songs from 76 different song books, and over 300
different chord types.

Songs are entered by professional musicians using
LeadsheetJS. Average time for entering songs is about 3
minutes, thanks to the availability of many short-cuts for
fast editing. An LSDB API stores/retrieves lead sheets
from the database, as described in section 2.2. This
database is used for musicological analysis and music
generation applications such as the tools described in
section 3.2

The LSDB database uses MongoDB', a non-relational
database (NoSql). NoSql databases are based on
collections that contain JSON documents, which are
structures of nested arrays and objects (objects are set of
key-values). The biggest drawback of using a NoSql is
that some important features of SQL databases such as
joins or referential integrity cannot be performed at the
database level, and have to be managed from the code of
the server that produces the queries. This can be an issue
in applications with complex databases, but in our case it
is not, because the database structure is quite simple:
there is a main collection of lead sheets, and then other
related collections like sources and composers, so
integrity is not as crucial as in other more complex
systems. Joins are managed from the server language's
code. Moreover, the JSON structure on NoSql databases
is ideal to represent tree-based structures like lead sheets,
whereas representing a tree in a SQL is quite more
complex.

Yhttp://mongodb. com/



Popular songs Most covered songs

Solar (77) & +

Danny Boy (A London Derry Air)
(24) A +

Blue in Green (20) A +

In a Sentimental Mood (8)
Strollin' (7)

Wave (7)

Stella By Starlight (7)
What's New? (7)

Nature Boy (7)

Bye Bye Blackbird (7)

Coolest song in the world (14) 4 +
Just Friends (13) & +

Girl From Ipanema, The (13) 4 +

Sources 9288 completed songs / 11155 songs
Gilberto Gil Songbook Il (37/38)

Hal Leonard Real Jazz Book (505/528)

Ivan Lins 1 (36/36)

Ivan Lins 2 (34/34)

Jazz Fake Book (611/641)

Jazz LTD (504/524)

John Coltrane Songbook (96/98)

New Real Book 2 (Sher) (201/218)
New Real Book 3 (Sher) (182/198)
Noel Rosa Songbook | (38/38)

Noel Rosa Songbook Il (40/41)
Noel Rosa Songbook Ill (38/40)
Pepper Adams Songbook (40/43)
Real Book (illegal 5th ed.) (401/445)

Figure 12. Part of LSDB content as shown in the web.

2 Automatic Feedback on lead sheets

Feedback can sometimes be provided automatically.
Leadsheet)S provides various tools that produce
automatic feedback to users who are trying to compose a
song. This feedback can be either in the form of an
analysis of the lead sheet, or in the form of generations
and transformations of a lead sheet.

For instance, a Chord Sequence Analyzer tries to find
which style or styles a sequence of chords expresses. A
style is defined here by a corpus of songs, corresponding
to a given composer; e.g. the style of Miles Davis [8].
The Chord Sequence Analyzer identifies the longest
subsequences that can be analyzed in the style of a given
set of key composers. This analysis is performed by
computing the similarity of the chord sequence with
several different composers' models. These models are
statistical models generated from the LSDB.

Such a tool may be used to get information about how
original or similar a lead sheet is, with regards to the
LSDB database. Figure 13 shows such an analysis for the
chord sequences Solar with a map showing a time-line of
the song and each composer (Pepper Adams, Charlie
Parker, Duke Ellington and Michel Legrand)

Another example is the Harmonic Analysis tool that
finds the local tonalities of a lead sheet given its chord
label sequence [13]. Figure 14 shows two examples of
analysis: Gm7 — C7 has been analyzed as F Major
chords, whereas Fm7 — Bb7 are analyzed as Eb Major.
These chords are part of Solar, by Miles Davis.

Other automatic feedback tools have been defined,
such as a Chord Substitution tool which, from a given
chord or chord sequence, suggests alternatives based on
chord substitution rules that are learnt from a specific
Ccorpus.

The Harmonizer tool, given a monophonic melody,
proposes a multi-voice harmonization in a given style.
E.g.: one can harmonize the melody of Coltrane’s jazz
standard Giant Steps in the style of Wagner or Bill Evans
[14].

Edt Notes EdtChords  Chords Substtution  Harmonization

Jazz (4/4) Miles Davis +
Solar [rb1]
Melody/Solos
Duke Elington |
Michel Legrand !

G

m Gm7 c7

|§gJ%la:if;ﬂzialfﬁﬂ:uifif

Figure 13. A chord sequence analyzer grafted on top of LeadsheetJS.
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Figure 14. Harmonic analysis displayed on parts of Solar, by Miles
Davis.

User Interface (HTML5 + CSS) =
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[{composer: Michel Legrand, indexes:{start:1,end:6}},
{composer: Pepper Adams, indexes:{start:0,end:6}}]

Sodar (101]

=

—

REQUEST: Analyze
leadsheet (JSON)

Leadsheet Web API

Markov
LSDB

Composers

(MongoDB) Model

Figure 15. Leadsheet]JS architecture and the data flow of chord
sequence analyzer.

Figure 15 shows the architecture of these tools and
illustrates the process for the Chord Sequence analyzer
tool: The user clicks on a button 'Analyze chord
sequences'. LeadsheetJS catches the user action and
requests the chord sequence analysis of Solar, sent in
JSON format through the Ajax module. The request is
sent to the server where the Leadsheet Web API, which is
a server extension of Leadsheet]S, computes the chord
sequence analysis. The response is sent to the client,



where Leadsheet]S presents it in the User Interface as a
time-line map.

3  Flow Composer

In the context of the Flow Machines*! project about style
imitation, an online composition tool called Flow
Composer was designed, to help a composer generate a
lead sheet using different “styles”. Again, styles are
defined by corpus of songs taken from the Lead sheet
Database.

The main idea is that a composer can start to create a
song and leave some empty measures in which there will
be only silences. Then, he queries the system to fill those
blanks in a given style. Those blanks can be on the
melody, represented by silences, or on the chord grid,
represented by No Chords (NC). The system will
generate a melody or chord labels to fill them taking into
account the style chosen by the user, and also constraints
of continuity. Composers usually don’t want a whole new
random song; they rather want the system to help them
with certain parts of their composition. The composer
can accept or reject all or part of the system’s proposition.
Flow Composer tools allow composers to have at any
moment a full control on the lead sheet: there is a history
feature in which every step is saved, so they can go back
to a previous state.

Flow Composer is built on top of Leadsheet)S and
uses the same modular approach. LeadsheetJS is used in
Flow Composer to listen, view and edit lead sheets. We
show in Figure 16 how Flow Composer works. In the
first image (on the top) a user is composing a bossa-nova.
In the song there are two parts. The second part starts at
measure 7 (with note F and chord F7) and is not shown in
the figure. The second part is ok, but the composer does
not know how to finish the first part so that it transitions
well to the second part. So he leaves it empty with
silences and no chords (NC), and queries Flow Composer
to fill the empty part in the bossa-nova style. The second
image (on the bottom) shows the result proposed by Flow
Composer: it has filled the empty part by proposing a
melody and a chord grid. Interaction may then proceed by
accepting parts of the suggestions and/or querying other
solutions.

“http://www.flow-machines.com
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Figure 16. Flow Composer completion in blue.
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4 Experiment on feedback in composition

PRAISE" (Practice and Performance Analysis Inspiring
Social Education) is a social network for music education
with tools for giving and receiving feedback in online
communities. In the context of PRAISE we have built a
tool for feedback in composition in which composers can
compose a lead sheet and share it with other composers
who can then provide feedback. This tool is based on the
annotation module of LeadsheetJS.

In the PRAISE project, we designed an experiment to
determine the impact of feedback in lead sheet
composition [10]. We evaluate whether musical peer
feedback, just like in the example explained in section
2.1, may actually improve or not the musical quality of a
composition. In a first phase, participants are asked to
compose a short song (8 bars). In the second phase they
are invited to suggest modifications of other participants’
compositions. Then participants are asked to reconsider
their original song and try to improve it. The point is that
a group of subjects will have received feedback whereas
another group will have not. We then evaluate to which
extent the quality of the improved composition of those
subjects who received is better than that of those who did
not. The quality evaluation is estimated from a listening
panel. Leadsheet)S was used to implement this
experiment, including modules for editing and playing for
the composition phase and the Annotation module for the
feedback phase.

The composer of the lead sheet can later review
suggestions and accept them or not.

The feedback process is illustrated as follows. First,
user Bruno composes a song and edits it with

12 http://www.iiia.csic.es/praise/



LeadsheetJS. Later, user Silvia looks at it and plays it.
She decides to make some suggestions on certain notes.
As shown in Figure 17 once she has saved the suggestion,
she can perform other actions, shown in the contextual
menu :

- Add Comment: add an explanation of her musical
suggestion,

- Upload sound: upload a sound recording related to
the suggestion,

- Modify: she can decide to modify the suggestion she
just saved,

- Remove: remove the suggestion.

Figure 17. A user makes a suggestion on a specific part of a lead sheet.

Later on, Bruno can review all suggestions by
switching between the original elements and suggested
ones and listen to them. Figure 18 shows a lead sheet
with three suggestions. Bruno clicks on one of them to
see the associated explanation.

gl by r r#m !
Am F M7
rorfefredon

=== —0r

Figure 18. A user checks the suggestions received.

Finally, if Bruno likes the suggestion he can accept it
so that the suggestion is merged with the whole song by
right-clicking on the suggestion (see Figure 19).

CONCLUSION

We have presented Leadsheet]S, a Javascript library
for lead sheets. By design, Leadsheet]S is compatible
with  multiple devices and easily embeddable.
Leadsheet)S also provides various tools for music
composition such as automatic analysis and peer

feedback. We have illustrated how LeadsheetJS is used in
several online music applications.

LeadsheetJS addresses the needs of online applications
for composing, generating, sharing or teaching music on-
line. New features are currently investigated such as
multiple voices management, lyrics, audio based player,
as well as rendering lead sheets using style-based
accompaniment generation systems.
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Figure 19. The user accepts a suggestion of modification.
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BIGRAM EDITOR: A SCORE EDITOR FOR THE BIGRAM NOTATION

Andres Perez-Lopez
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ABSTRACT

The Bigram Notation is an alternative approach to musical
notation, based on the chromatic nature of Western music.
As observed historically with alternative notation systems,
their spread and consolidation is based on the existence
of complementary and supportive tools, as ideosyncratic
instruments and specific written material. Accordingly,
we present the binary keyboards and the Bigram Editor, a
graphical bigram score editor with automatic transcription

and reproduction capabilities.

1. INTRODUCTION

It is commonly accepted that the conventional music no-
tation system has its origin in the 11th century with the
tetragram from Guido d’Arezzo. Since then, it has been
evolving and adapting itself along with evolution of musi-
cal language [1], until conforming its modern version.

However, conventional music notation presents a number
of systematic problems [1]; for instance:

e Pitch distances are not equally distributed along the
vertical axis.

e QOctave equivalence is not usually present in notation

e The use of accidentals might lead to a variety of
signs for representing the same sound (enharmony)

In addition, conventional notation takes as a reference the
C Major scale. Consequently, writing music far from the C
Major diatonic scale might lead to understandability reduc-
tion. Figure 1 shows an excerpt from Franz Liszt’s "Hun-
garian Rhapsody No.2”, in F# Major (extracted from [2]).
F# Major is the farthest diatonic scale from C Major (they
only share two notes), and furthermore the passage has nu-
merous accidentals.

In order to reduce the aforementioned problems, a large
Copyright:  (© 2015 Andres Perez-Lopez et al. This is an open-
access article distributed under the terms of the Creative Commons
Attribution 3.0 Unported License, which permits unre-
stricted use, distribution, and reproduction in any medium, provided the

original author and source are credited.
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Figure 1. Score excerpt from Franz Liszt’s "Hungarian Rhap-
sody 2”

number of alternative notation systems has been proposed.
Thomas Reed [3] gathers more than 500 different nota-
tions, being the earliest of them (by H. Richter) first doc-
umented in 1847. Reed also founded the Music Notation
Modernization Association (MNMA) in 1985, which was
the predecessor of the present The Music Notation Project
(MNP), founded in 2008. The MNP’s mission is ”To raise
awareness of the disadvantages of traditional music nota-
tion, to explore alternative music notation systems, and to
provide resources for the wider consideration and use of
these alternatives” [4].

The Music Notation Project has even presented a set of
design criteria for new notation developments [5], based on
the evaluation considerations of a notation comparison per-
formed by the MNMA. The seventeen criteria emphasize
the importance of concepts such as ease of writability and
readability, flexibility, pitch-distance and time-distance pro-
portionality, or octave periodicity.

However, none of those systems have been widely ac-
cepted. Parncutt proposes several explanations for that fact,
highlighting the lack of a big score collection as one of the
biggest potential handicaps [1, 6].

Therefore, we present a new music notation environment,
called the Bigram, which is currently under active devel-
opment. Despite its resemblance with other existing nota-
tion systems, as we will present in Section 2.2, the main
strength of our proposal lies on the fact that it tries to avoid
the aforementioned handicaps (lack of written material).
Accordingly, the Bigram environment is divided into three
main areas:

e Bigram Notation, a state-of-the-art notation system
which meets the MNP criteria



e Binary Keyboards, layout-modified keyboards with
high resemblance to the Bigram Notation

e Bigram Editor, a graphical software score editor with

automatic transcription and reproduction capabilities.

Those three areas will be discussed in detail in the follow-
ing Sections 2, 3 and 4, respectively.

2. BIGRAM NOTATION
2.1 Notation vs. Tablature

Traditional keyboard layout and conventional notation sys-
tem share the inner structure of white keys - non-accidental
notes (and, of course, full considered note names); there-
fore, conventional notation might be considered a special
interpretation of keyboard tablature.

Parncutt [1] introduces the idea that, for beginners, tab-
lature notation might be the most appropriate, due to its
easiness. However, experimented interpreters might prefer
conventional notation, for its resemblance with our bidi-
mensional perception of pitch and time.

This fact gives us the opportunity to explore a new ap-
proach to musical notation. What if we could design a no-
tation that could resemble clearly the pitch-time graph, but
at the same time be an explicit representation of the fin-
ger positions in the keyboard? Such a system would be,
according to Parncutt, convenient for both beginner and
expert musicians, and would provide a faster learning pro-
cess.

In order to reach that goal, a convenient keyboard layout
should be designed. This keyboard will be discussed in
Section 3.

2.2 Bigram

As a consequence of the previous idea, we developed the
Bigram Notation. It takes its name from the fact that, in the
staff, each octave presents only two equidistant lines, sep-
arated a tritone. Consequently, we preserve the octave pe-
riodicity, and minimize the cognitive overhead of counting
lines to identify the note (both desired criteria from [5]).

Figures 2 and 3 show the A Major scale and the chromatic
scale, respectively, written in bigram notation.

Figure 4 shows the same excerpt from Figure 1 in bigram
notation.

2.2.1 Pitch representation

One of the most predominant characteristics of the bigram
notation is the pitch representation by black and white note-
heads. The A note was (arbitrarily) chosen to be repre-
sented over the first line, and to be black. When ascending
in the chromatic scale, each new note presents a different
color, alternating white and black noteheads (as in Figure
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Figure 3. Bigram notation. The chromatic scale starting on A

3).

This approach causes the intervals to be color-consistent,
making very explicit the inner structure of melodies and
harmonies, and emphasizing intervalic reading [7]. In ad-
dition, it reduces the amount of required staff lines, facil-
itating note identification and minimizing cognitive over-
head.

Notice that, in Figure 2, the semitone structure of the
Major scale become self-evident. Furthermore, the Listz’s
excerpt (Figure 4) clearly reveals its structure: symmetric
parallel chromatic movements, maintaining the voice’s in-
tervalic relationships.

The bigram pitch structure itself can be seen therefore
as a combination of 6-6 black & white notehead systems
(such as Isomorph Notation by Tadeusz Wojcik or 6-6 Klavar
by Cornelis Pot), with systems with staff lines separated a
tritone (MUTO Notation by MUTO Foundation or Express
Stave by John Keller, 2005) [3].

2.2.2 Rhythm representation

Regarding the rhythmic notation, we opted for a represen-
tation that preserves the time-distance proportionality, as
suggested in the MNP criteria [5]. As in conventional no-
tation, time is divided into bars. Each bar has a number of
pulses, which have a number of divisions. Bars, pulses and
divisions are represented by vertical lines, whose width is
proportional to their position in the time hierarchy.

As an example, the scale in Figure 2 occupies one whole
bar, with four pulses and two pulse divisions. The notes
are placed in each one of the 8 bar divisions.
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Figure 4. Bigram notation example from Franz Liszt’s "Hungar-
ian Rhapsody 2”

The notes are placed in the space that proportionally cor-
responds to a given pulse or division. When a irregular
subdivision of pulse or division occurs, a number within a
bracket or slur is used to indicate the transient subdivision.

Although notes are expected by default to last until next
note, silence signs are also available. For other articula-
tions, conventional signs are used.

2.2.3 Other Considerations

The bigram system fulfills each one of the seventeen de-
sign criteria for notation design established by the MNP.
We must highlight that, although its development is sub-
ject to continuous evaluation, the potential changes that
might occur will not change radically the basic ideas ex-
posed here.

Regarding further extensions of the concept, the authors
are investigating a compact and adequate way of represent-
ing harmony within the bigram context. Due to the interest
of the authors on jazz, the research is focused on the most
common 4-note chords and its variations.

3. MODIFIED INSTRUMENTS
3.1 Binary Keyboards

As already mentioned in Section 2.1, one of the strengths
of the bigram notation is that it relies on the existence of
keyboards with high resemblance to the written notation.
With such instruments, it would be even possible to play
a bigram notation score without knowing which notes are
being represented (even though this practice is not recom-
mended).

The authors are investigating on the prototype and fab-
rication of such keyboards, which are referred as binary
keyboards. Figures 5 and 6 show two current working pro-
totypes: a MIDI controller and a melodica, respectively.
We believe that, even if the binary keyboard layout differs
completely from standard layout, conventional piano play-
ing techniques might be applied to binary keyboards, since
both layouts share the two-rows key disposition.

The A notes are presented in the keyboards with a differ-
ent color. This fact mimics the bigram notation, in which
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Figure 5. Binary MIDI keyboard prototype

Figure 6. Binary melodica prototype

the A notes are situated over the main staff line, and there-
fore used as a reference.

The authors are currently investigating the appropriate-
ness of introducing tactile feedback cues, such as using
different material or introducing marks. The tritone note
(D#), which occupies the central line in the staff, might
also present a distinction.

Those tactile feedback cues might be helpful both for vi-
sually impaired people, and for experienced players, which
might need to know their hands position without looking to
the keyboard (as experienced conventional piano players
usually do using the cues of black keys’ absence).

From the first insight into the binary keyboard layout, it
is possible to become aware of one of its main benefits.
Since it is isomorphic, there only exists two different posi-
tions for playing any passage - starting on a white key, or
starting on a black key. This fact highly contrasts with the
12 potentially different positions in conventional layouts.

3.2 Similar approaches

The presented binary keyboard layout is not a new con-
cept; first references to the idea appeared in 1859. In his
book [8], K. B. Schumann presented his binary keyboard
proposal, in a chapter called ”Das natiirliche Sytem” ("The
natural system’). He also described there an alternative no-
tation system based on a chromatic approach. In the same
year, A. Gould and C. Marsh patented the binary keyboard
in the USA [9], with the name “Keyboard for Pianos”.
Bart Willemse gathers in his website [10] some other his-



toric binary keyboard proposals, which he calls ”Balanced
Keyboards”.

Another relevant approach can be found in 1882 in the
Janko keyboard [11], which featured several rows of iso-
morphic keys. Among others, it did not succeeded com-
mercially because of the lack of written material, due to
the reticence of publishers (motivated in turn by the musi-
cians’ reticence) [11, 12].

The Chromatone [13] is a modern, digital revision of the
Janko keyboard.

The Tri-Chromatic Keyboard Layout [14] is a layout de-
signed by R. Pertchik, and implemented in his vibraphone.
The layout is identical to the binary keyboard, excepting
for the colors. Three different alternate colors are present,
highlighting the minor third intervals (and, consequently,
the three diminished chords).

We must also mention the Dodeka approach [15]. As in
our research, Dodeka presents a notation system together
with a modified keyboard. The notation system follows a
regular pitch-space configuration, with 3 lines per octave.
The keyboard is a representation of the notation system,
with colour references each major third. However, all keys
are placed in a single row, which might complicate playa-
bility and standard keyboard techniques adoption.

3.3 Conventional instruments

Despite the close resemblance of bigram notation with bi-
nary keyboard, the notation is potentially suitable to all
kind of conventional instruments. Isomorphic instruments,
such as orchestral strings, might appear beforehand as the
most accessible instruments for bigram notation, due to
their intrinsic representation of pitch and intervals. How-
ever, any other instrument might be potentially capable of
performing bigram scores, if the relationship between no-
tation and instrument notes is known.

4. THE BIGRAM EDITOR

As already commented, one of the major problems that al-
ternative notation systems and keyboard layouts faced his-
torically for their widespread adoption was the lack of a
convenient score collection. For that reason, we decided
to implement a bigram notation sofware, which could both
serve as a score editor, and as a automatic transcriptor. We
named that tool the Bigram Editor.

4.1 Implementation

4.1.1 Existing software for alternative notation

The MNP provides references of music edition software
which supports alternate notations [16]. Two applications
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are shown as potentially compatible with alternative nota-
tions: Finale and LilyPond.

Finale [17] is a well known score editor. The MNP ex-
plains the method created by John Keller to convert be-
tween notation systems [16], by using staff templates. There-
fore, it would be possible to create a bigram template, which
might have a very low developing cost, and use it for our
purpose.

However, in our opinion, Finale has some drawbacks.
The most important of them is that it is proprietary soft-
ware. We believe that a project such as the Bigram Edi-
tor, constantly evolving and with a high educational value,
should be freely available and customizable - in other words,
free software. Finale’s platform dependency is also a dis-
advantage. Furthermore, its price ($600, $350 for students)
makes it potentially prohibitive.

The other proposed alternative is LilyPond [18]. It is
an original, WYSIWYM approach to score edition. Lily-
pond is highly flexible, and thus it is possible to define the
score’s appearance, allowing the usage of alternative nota-
tions. In addition, it is a muliplatform, free software editor.

Nevertheless, the text-based approach to score edition of
Lilypond might represent a big usability problem for those
not used to code or WYSIWYM interfaces. The Bigram
Editor should encourage users to create music as soon as
possible, minimizing the time spent on learning how to use
the software.

4.1.2 Design considerations

Therefore, we opted for implementing our own custom Bi-
gram Editor. Despite the increase in work load, the deci-
sion gave us the opportunity to fully adapt the software to
our needs. The established design criteria were the follow-
ing:

e WYSIWYG paradigm metaphor for creation and edi-
tion of scores, in order to facilitate its usage

e MIDI import functionality for automatic transcrip-
tion of existing music

e Accordingly, MIDI export functionality for facilitat-
ing score exchange between different notations and
applications

e Score reproduction
e Multiplatform and open source

We decided to implement our system with SuperCollider
[19]. SuperCollider is an environment and programming
language for real time audio synthesis and algorithmic com-
position [20]. Among others, it provides inbuilt GUI man-
agement functionalities, and MIDI in/out and parsing fea-

tures. Furthermore, it is free software and platform-independent.



Figure 7. Bigram Editor : arrangement view

Although still in beta version, the Bigram Editor is al-
ready available at its code repository [21].

4.2 Features

The main interaction window is called the Arrangement
View (see Figure 7) . It provides a general overview of the
score in a multi-track sequencer style. Users can access
from here to all available functionalities.

4.2.1 Tracks and regions

The musical material is organized into tracks or voices.
Through the menus, the user can create, duplicate or delete
tracks. For each track, following controls are provided:

e Track ID number
e Record/solo/mute controls
e MIDI instrument selector
e Panning and volume controls
Inside each track, users might place regions. A region is
the structural element containing the notes. Three different
tools are available for region managing:
Pointer Select a region and open the Edit View.
Pen Create a new region

Rubber Delete a region

Furthermore, it is possible to move, duplicate, merge and

ungroup regions, through the mouse actions and/or the menus.

The Edit View (Figure 8) provides access to edit the music
material. Users can insert, delete, duplicate or move notes
using the Input (I) and Edit (E) controls. A binary key-
board reference is shown at the left margin of the score,
along with the octave number.
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Figure 8. Bigram Editor : edit view

4.2.2 Reproduction

The Arrangement Window provides play/stop and loop re-
production controls; these are managed by the reproduc-
tion bar and the loop bar (vertical red and blue lines in
Figure 7, respectively).

Sound is not synthesized by SuperCollider. Instead of
that, the score is translated to MIDI and streamed in real-
time to a MIDI synthesizer, which is platform-dependent.
Currently, the system is using FluidSynth [22] for Linux,
and default internal synthesizers for Windows and OSX.

4.2.3 File managing

The Bigram Editor provides file save and load functions.
The score state is translated into a simple and custom de-
scription file based in XML. These files are generated au-
tomatically in the temporary folder every time a change in
the score occurs; the undo/redo functions are built upon
this functionality.

Furthermore, it is possible to import multi-track MIDI
files from the menu in the Arrangement Window.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we presented the basis of the Bigram Nota-
tion, and the holistic approach to our alternative notation
considering the notation theory itself, the modified key-
boards, and the score editor.

Several experiments might be run in order to assess the
usability of the Bigram Editor, in terms of Human-Computer
Interaction. However, its usefulness is provided by the fact
that it is currently the only available score editor for the
bigram notation.



The authors have received good preliminary qualitative
impressions from individual users that already started study-
ing with the bigram system, using the software and the
binary keyboards. Those impressions were specially re-
markable in the case of people with few or very limited
previous musical background or keyboard skills. We must
remark that due to the current limited availability of binary
keyboards, these test experiences cannot still be carried in
a regular basis.

In the near future, an experimental case-study is planned,
in order to evaluate the learning curve and the acquisition
of musical skills in beginners, using the the bigram nota-
tion. That experiment would be a variant of the Parncutt’s
proposal [1], which has never been carried out. Such ex-
periment would consist of two control groups of musical
untrained subjects learning piano, one using conventional
keyboard and notation, and the other using bigram nota-
tion and binary keyboards. The subjects’ acquired musical
knowledge (in terms still to be defined) would be evaluated
over a broad enough period.

Regarding the Bigram Editor, a number of improvements
might be implemented. One of the most relevant features
would be the possibility of editing and exporting the score
in a graphical format. That feature might allow to ob-
tain high-quality scores in a printable version, for its usage
without the computer.

Another potential improvement might be the adoption of
the MusicXML markup language [23] for the description
files. MusicXML is used by most of the score editors and
Digital Audio Workstations; therefore, its adoption might
widen considerably the range of available compositions for
the bigram notation, and the score exchange possibilities.

6. REFERENCES

[1] R. Parncutt, ”Systematic evaluation of the psycholog-
ical effectiveness of non-conventional notations and
keyboard tablatures”. In Zannos, 1. (Ed.), Music and
Signs (pp. 146-174). Bratislava, Slovakia: ASCO Art
& Science. 1999

[2] The Music Notation Project, ”Chromatic Staves Ex-
ample” [online], http://musicnotation.org/
tutorials/chromatic-staves—example/
(Accessed: January 2015)

[3] T. S. Reed, Directory of music notation proposals”.
Notation Research Press. 1997

[4] The Music Notation Project,
Music

“Introducing The
Project”  [online], http:
//musicnotation.org/blog/2008/01/

Notation

introducing-the-music-notation-project/

(Accessed: January 2015)

[5] The Music Notation Project, “Desirable Criteria
for Alternative Music Notation Systems” [online],
http://musicnotation.org/systems/

criteria/ (Accessed: January 2015)

[6] R. Parncutt,
music notations” (Research project ideas for students

“Psychological testing of alternative

of systematic musicology and music psychol-
ogy), [online] 2014, http://www.uni-graz.
at/~parncutt/fk5_projekte.html#
Psychological_testing_of_alternative
(Accessed: January 2015).

in 6-
http:

[7] The “Intervals

6 Music Notation Systems”

Music Notation Project,
[online],

//musicnotation.org/tutorials/

intervals—-in-6-6-music-notation-systems/

(Accessed: January 2015)

[8] K. B. Schumann, ”Vorschlige zu einer griindlichen
Reform in der Musik durch Einfiihrung eines hochst
einfachen und naturgemissen Ton-und Noten-Systems,
nebst Beschreibung einer nach diesem System con-
struirten Tastatur fiir das Fortepiano”. 1859. http:
//hdl.handle.net/1802/15314

[9] A. Gould, “Arrangement of keyboard for pi-
anos” [patent], US Patent 24, 021. 1859. http:
//www.google.com/patents/US24021
(Accessed: January 2015).

[10] B.
ing to the Balanced keyboard” [online],
http://balanced-keyboard.com/

PeopleAndResources.aspx

relat-
2013

Willemse, “People and resources

[11] A. Dolge, ”Pianos and Their Makers” [book], Cov-
ina/Dover. pp. 7883. ISBN 0-486-22856-8. 1911

[12] K. K. Naragon, "The Janké Keyboard” [PhD Thesis],
M. West Virginia University. 1977

[13] tokyo yusyo inc, ’Chromatone” [online], 2014 http:
//chromatone. jp (Accessed: January 2015).

[14] The Music Notation Project, “Tri-Chromatic
Keyboard Layout” [online], http://
musicnotation.org/wiki/instruments/

tri-chromatic-keyboard-layout/ (Ac-

cessed: January 2015).

[15] crea-7, ”Dodeka” [online], http://www.dodeka.
info (Accessed: January 2015).

[16] The Music Notation Project, “Software” [online],
http://musicnotation.org/software/
#ftnl (Accessed: January 2015)



(17]

(18]

[19]

(20]

(21]

(22]

(23]

MakeMusic, Inc., “Finale” [online], 2015, http:
//www.finalemusic.org (Accessed: January
2015)

H. W. Nienhuys & J. Nieuwenhuizen, “LilyPond, a
system for automated music engraving”. In Proceed-

ings of the XIV Colloquium on Musical Informatics
(XIV CIM 2003) (pp. 167-172). May 2003

J. McCartney, “Rethinking the computer music lan-
guage: SuperCollider”. Computer Music Journal,
26(4), 61-68. 2002

SuperCollider, http://supercollider.
sourceforge.net/ (Accessed: January 2015)

A. Perez-Lopez, "Bigram” [online], 2014, https:
//github.com/andresperezlopez/Bigram
(Accessed: January 2015)

FluidSynth, ”“FluidSynth” [online], 2015, http:
//www.fluidsynth.org/ (Accessed: January
2015)

M.Good, "MusicXML for notation and analysis.” The
virtual score: representation, retrieval, restoration 12:
113-124. 2001

17



EXPRESSIVE QUANTIZATION OF COMPLEX RHYTHMIC
STRUCTURES FOR AUTOMATIC MUSIC TRANSCRIPTION

Mauricio Rodriguez
Superior Conservatory of Castile and Leon
marod@ccrma.stanford.edu

ABSTRACT

Two quantization models for ‘expressive’ rendering of
complex rhythmic patterns are discussed. A multi-
nesting quantizer captures expressivity by allowing
fine-grained/high-quality resolution, thus covering the
automatic transcription of a wide range of rhythmic
configurations, yielding from simple to rather complex
music notations. A look-up table quantizer is discussed
as another model to attain expressivity and musical
consistency; input is quantized by comparison of
'rhythmic similarity’ from a user-defined data-set or
look-up 'dictionary".

Both quantizers are presented as computing assisting
tools to facilitate the transcription of rhythmic structures
into the symbolic domain (i.e. music notation).

Keywords: Computer  Assisted Composition,
Rhythmic Quantization, One-Level Quantizer, Multi-
Level or Multi-Nesting Quantizer, Look-Up Table
Quantizer, Accumulative or Sequential Quantizer.

1. INTRODUCTION

The process of quantizing numeric series representing
onset/durations of rhythmic patterns, is a facility
commonly employed in computer assisted composition
environments to ease the rendering of input data into
symbolic music representation (i.e. music notation).
Robust algorithms for rhythmic quantization not only
aim to produce an acceptable form of music notation,
but to ‘interpret’ the input data in a categorical form
while producing ‘intelligent’ and interesting musical
results. An expressive quantizer model should take into
consideration the former aspects, namely, it should
allow for a logical representation to capture the way
music material is structured while preserving a rather
accurate and readable notational rendering of the input
data, that ultimately, depicts the composer’s notational
intentions. Neither of these two features are easily
achieved through the use of computing models when it

Copyright: © 2015 Mauricio Rodriguezl. This is an open-access
article distributed under the terms of the Creative Commons
Attribution License 3.0 Unported, which permits
unrestricted use, distribution, and reproduction in any medium,

provided the original author and source are credited.
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comes to the problem of rhythmic quantization. There
have been however, interesting quantizing models to
categorize input data either taken from performance
situations or generated through algorithmic processes.
The Connectionist [1], the Bayesian [2] and the ‘Kant-
Quantizer’ [3], are some of those effective quantizing
models that logically "filter-out" and provide
"structuring" of the input data to ease the rendering
process of an automated music notation. Even though
the logical data parsings of some of those
aforementioned quantizers allow for effective music
transcriptions, their notated results are generally
circumscribed to rhythmic notations of a fairly
conventional fashion. For instance, the connectionist
quantizer is a model that operates through a cell-
network system where an initial onset/duration set
interacts with activation cells to gradually converge to
an equilibrium state. The equilibrium state seeks for
simple-ratios between adjacent durations of the initial
values from the onset/duration sequence; if no simple
tuplet-ratios are found, the activation mechanism
adjusts the original sequence until its values are
rounded to evenly complete a subdivided beat. Within
this mechanism, an irregular tuplet (if found) must
follow an equivalent rhythmic figure until the full
subdivided beat is completed, voiding the case of
sequentially having, for instance, one irregular tuplet
after another irregular tuplet of a different species,
which is the core principle of a multi-nested rhythmic
notation.

Most professional "general-purpose™ quantizers, such
as the "omgquantify" (Open Music), the "gquantify"
(PatchWork & PWGL) and the "ksquant" (PWGL)
among others, treat their input data as linear arrays of
numbers where durations follow to the next ones
without determining any relational scheme between
them. This principle, instead of being a disadvantage,
permits to generalize and apply the quantization process
to the most varied sets of data, from arbitrarily defined
inputs to different algorithmic-generated numeric
values. As a previous step for final notation output, the
user of these quantizers can calibrate some quantization
parameters, thus facilitating a more personal notational
result; however, the limitations of "general-purpose"



quantizers lacking the supervising of "logical/intel-
ligent" algorithms or user input inspection, are evident
when, for instance, trying to quantize a simple rhythmic
pattern of a ritardando figure, whose notational result
would be most likely quantized with lots of tied
irregular tuplets, without this resulting quantization
necessarily showing the simple gesture-figure of a
deceleration.

A general-purpose multi-nesting quantizer would not
necessarily overcome the limitations shared by previous
"non-logical” quantizers, however, it is claimed that a
refined level of musical expressivity is achieved when
the problem of quantization is generalized to capture
and render complex rhythmic structures such as those
present in multi-nested (fine-grained) rhythmic patterns.

2. XA-LAN MULTI-LEVEL QUANTIZER

Xa-Lan is a LISP-based software to generate expressive
music scores based on graphic transformations that
control the different symbolic/notational elements of a
music score [4]. Xa-Lan relies on three modules (or
engines) to produce output. The third of these modules
is a multi-level or multi-nesting quantizer that allows to
transcribe the onsets and durations of rhythmic patterns
into accurate, complex, and expressive rhythmic
notations.

The multi-nesting quantizer is a recursive adaptation
of a simple one-level quantizer [5]. The algorithm of the
one-level quantizer compares equal subdivisions of a
given temporal segment to the original onset-duration
sequence, searching for minimal-error differences.
Since larger number of subdivisions reduce error-
difference values, the minimal-error curve is compared
to an ideal fitting curve whose maximum difference is
chosen as the earliest optimal quantization (Figure 1).

The multi-level quantizer in Xa-Lan recursively
applies the former quantizing process to different
portions of a temporal segment, from the measure level
to the beat and the beat subdivision levels, therefore,
yielding nested rhythmic figures when necessary. The
Xa-Lan multi-nesting quantizer is unique in its
functionality. No other quantizer available in common
computer-assisted composition environments, such as
PatchWork, OpenMusic, Symbolic Composer, or
PWGL (to name some), can render automated nested
rhythmic figures to allow a rather refined quantizing
resolution. The Xa-Lan quantizer can also be aligned to
any user-defined metrics-grid that works as a “structural
container” of the quantization. The maximum
subdivision for irregular tuplets at any nesting level, can

also be arbitrarily set by the user, allowing for different
notational resolutions of the same input.
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Figure 1. One-Level Quantizer.

To dynamically interact with the facilities of the
multi-level quantizer, Xa-Lan uses the “Expressive
Notation Package” (ENP) from the visual language of
PWGL [6] for final display (Figure 2).
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Figure 2. Multi-Level Quantizer interface on ENP.

To observe some of the possible results that can be
obtained by this mutli-nesting quantizer, consider the
following  duration sequence: 0.16 0.3 0.25
0.040000007 0.58000005 0.37 0.45000005 0.29999995
0.17499995. This array of numbers will be quantized
using the following arbitrary metric container: 1/4, 3/8,
and 1/32. The maximum number of subdivisions per
nesting level is also arbitrarily set to 12 (Figure 3):
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Figure 3. Multi-Level Quantization .

In the following figure, the resolution subdivision is
downsampled by half (to 6) of the previous quantization
(Figure 4) :
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Figure 4. Multi-Level Quantization 1.

Lastly, the same array of durations are quantized
with a different metric container (6/32, 1/4, and 7/32)
and the maximum number of subdivisions per nesting
level is 12 again (Figure 5) :
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Figure 5. Multi-Level Quantization Il1.

3. LOOK-UP TABLE QUANTIZER

Another quantization model that attempts to capture
complex rhythmic structures and render them into a
meaningful and expressive musical context, is through
the use of a look-up table quantizer. In a look-up
quantizer, a ‘dictionary’ with predefined rhythmic-
patterns uses each of its entries as place-holders where
input onset/durations sequences are sieved-on, choosing
the place-holders or “rhythmic grids” with minimal
error-difference as the best quantized approximations.
The real advantage of a look-up table quantizer is that
the user can define a unique and precise dictionary of
rhythmic configurations from where quantization takes
place, ensuring an idiomatic behavior that easily
conforms to a compositional system of temporal
organization.

The internal workings of the look-up quantizer are
similar to the ones of the multi-level quantizer, except
that the searching space to compare and get the optimal
error- difference is manually introduced by the user,
instead of being algorithmically generated. Once the
user includes a new "rhythmic word" in the dictionary,
by using a symbolic "rhythmic-tree" representation, the
first task for the look-up algorithm is to convert any
"word" into its equivalent timing equivalent
(e.g-(1(11(2(111))) is equivalent to 0.25, 0.25,
0.5/3, 0.5/3 and 0.5/3 seconds, assuming a quarter-note
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is equal to one second). From there, the comparison of
the original time-input sequence with the time-
converted "words" is straight. The next step is to do the
proper rhythmic configuration groupings of the "word"
that is chosen as optimal quantization. If for instance,
the original time input is 0.25, 0.58 and 0.17 seconds,
the place-holder word of (1 (11 (2 (111))) would be
output as (1 (11 (2 (2.0 1))), being this result the best
quantization among the given words of that dictionary.

The idea of a user-predefined rhythmic dictionary
might appear burdensome at first, but this quantizing
model is essentially as effective as any other general
purpose quantizer, with the invaluable advantage of
rendering rhythmic results that fully conform to a
precise selection of rhythmic configurations that are
previously input by its users, and therefore, the
expressivity of the resulting transcriptions completely
accommodate to the idiomatic and aesthetic needs of
COMPOSers.

(defvar *rhythm-reservoir*

( aEamnrn
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an aGairrntl
111 arGéany
(1111) a1Garmnn
(11111) arGsarrnn
(111111 (CXERDXCKIRY))]
(1111111) GB1)GGa1L)y)
1111111 B1)Ga1IL))
(L(7(11))) (Gar)aEany)
a@anrn)y ((Gara)yaEan)
Q@A) Ga1rn)Eany)
1 @111y 11@4@arnty
a@arrr1n) 11EA1D)Ea)
(7@ 1)1 @canaEayytn
(7@armnn Gai)yrraan)
[(CACRBEIN) 111 @E@antn
(@711 a1r@E@aniry
@arrrrnn a@Eanytriny
a@ai111y)n 1111@3ann
(11 111)) (I @Ea1)@aIn)
(6rra)rt @ariyaann
(1@@a1111)1) 1@@aimnyiin
111111y (111@1)l)
(@¢@a1rrr1n rEarn)can)
A1TGA D) @Gan@airnn
(111G 11) @Gani@ain)
ATIG@I1n) @@11)yraan)
(Sa1ytrrn (@1iytr1in
[(CXCREIERE)) 111111y
(Garr)rrt )

Table 1. User-defined ‘rhythmic-grid” dictionary

When working with the look-up table quantizer, it is
important to keep in mind that varied and fine-grained
quantizations can only take place if there is a
comprehensively large data-set of place-holder
rhythmic words in the dictionary, otherwise one or
several input values in some cases could not be
quantized, in which case, the output of the algorithm
will indicate the number of non-quantized events. An
interesting compositional strategy to use this quantizer



can be forcing the quantization process to a limited set
of dictionary-words, and by gradually changing, or
rather expanding the searching space where
guantization takes place, different resolutions of the
quantization would show the kind of transcriptions that
fit more naturally to the original input data. To facilitate
this compositional methodology, there is an additional
routine in this quantizer to compare and sort the
deviation-error  similarity (in an ascending to
descending order) of one chosen word in relation to all
the other words of the dictionary. Additionally, the
similarity comparison among words can be truncated to
show only the ones that present the same "rhythmic

profile" from a reference word being compared; for
example, the rhythmic tree (1 (31 2)) could be output
as similar to (1 (41 3)) since both share the same
"rhythmic profile”, meaning that the first duration of the
group is larger than the second, and the second being
shorter than the third. The following figures show the
similarity rankings from the rhythmic tree (1 (211 4)),
which is indeed a grouped version of the simple
rhythmic tree (1(11111111)); first, similarity is
presented regardless rhythmic profile (Figure 6), and
then truncated to show words with equivalent profiles
(Figure 7). The results of these comparisons are based
on the following searching-space dictionary:
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Figure 6. Rhythmic similarity
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Figure 7. Rhythmic similarity with equal ‘profile’.
Further implementations exceptional notation cases, as it happens when

In order to make more flexible and expressive the
quantized results of the look-up table quantizer, a
changing metrics-grid that would serve as a variable
structural container, could enhance the quantization
results as it happens with the metric flexibility already
implemented on the multi-nesting quantizer. Another
interesting feature to implement could be the automatic
or algorithmic generation of additional dictionary-
words or “rhythmic grids”, based on the analysis of
rhythmic similarities equivalent to those manually
defined. Lastly, an additional feature to consider in any
real expressive quantizer, is the possibility to render
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“incomplete” subdivisions of the beat are sequentially
linked or concatenated, without necessarily rounding
with the reminders of the previous tuplet subdivisions.
The results of such an "accumulative" or "sequential
quantizer" would reduce the compromising filtering of
the input data that occurs during the output of a
general-purpose quantizer.

4. CONCLUSIONS

Automatizing the rendering of an expressive rhythmic
notation is a task that demands, on the one hand, a
logical structuring or shaping of the input data to



provide the resulting notation with musically consistent
results, and on the other hand, quantization results
should conform to the aesthetic and notational
idiosyncrasy of a given user. Two general-purpose
quantizing models have been presented to aim for
notational expressivity from different perspectives. A
multi-level or multi-nesting quantizer achieves
‘expression’ by fine-grained / high-quality resolution
output, while preserving an uncompromising general-
purpose applicability (i.e. no pre/post filter processes
are applied to input data). A look-up table quantizer
guarantees expressivity through a user-defined data-set
that works as a closed searching-space from where
quantization takes place. These two quantizers aim to
be used as computing tools to facilitate and assist the
composition and writing or notational rendering of
music works.
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ABSTRACT

We present Tony, a software tool for the interactive an-
notation of melodies from monophonic audio recordings,
and evaluate its usability and the accuracy of its note ex-
traction method. The scientific study of acoustic perfor-
mances of melodies, whether sung or played, requires the
accurate transcription of notes and pitches. To achieve
the desired transcription accuracy for a particular applica-
tion, researchers manually correct results obtained by au-
tomatic methods. Tony is an interactive tool directly aimed
at making this correction task efficient. It provides (a)
state-of-the art algorithms for pitch and note estimation,
(b) visual and auditory feedback for easy error-spotting,
(c) an intelligent graphical user interface through which
the user can rapidly correct estimation errors, (d) extensive
export functions enabling further processing in other ap-
plications. We show that Tony’s built in automatic note
transcription method compares favourably with existing
tools. We report how long it takes to annotate record-
ings on a set of 96 solo vocal recordings and study the
effect of piece, the number of edits made and the anno-
tator’s increasing mastery of the software. Tony is Open
Source software, with source code and compiled bina-
ries for Windows, Mac OS X and Linux available from
https://code.soundsoftware.ac.uk/projects/tony/.

1. INTRODUCTION

Our goal is to make the scientific annotation of melodic
content, and especially the estimation of note pitches in
singing, more efficient. A number of well-known digi-
tal signal processing methods have been successfully ap-
plied to measuring singing pitch precisely and unambigu-
ously, e.g. [1,2]. While their accuracy is sufficient for
many applications, arriving at a satisfactory annotation of-
ten requires significant manual adjustment on the part of
the researcher. This need for adjustment is even more pro-

Copyright:  (© 2015 Martthias Mauch et al.

access article distributed under the terms of the Creative Commons

This is an open-

Attribution 3.0 Unported License, which permits unre-
stricted use, distribution, and reproduction in any medium, provided the

original author and source are credited.

Chris Cannam
Queen Mary University of London

Justin Salamon
New York University

Rachel Bittner
New York University

Jaijie Dai
Queen Mary University of London

Simon Dixon

Queen Mary University of London

23

nounced when the aim is to transcribe discrete notes. Per-
forming such adjustments take much time and effort, espe-
cially in the absence of a user-friendly interface.

The main contributions of this paper are (1) the presen-
tation of the Tony user interface aimed at streamlining the
melody annotation process, (2) the new note transcription
algorithm it uses (implemented in the pYIN Vamp plugin),
and (3) an evaluation of Tony’s utility in terms of note tran-
scription accuracy and the effort required for note annota-
tion in a real-world use case. Features and design described
in this paper reflect Tony version 1.0 except where noted.

2. BACKGROUND

Music informatics researchers, music psychologists and
anyone interested in the analysis of pitch and intonation
routinely use software programs to annotate and transcribe
melodies in audio recordings. The two main objects of in-
terest are the pitch track, which traces the fundamental fre-
quency (FO) contours of pitched sounds in smooth, contin-
uous lines, and the note track, a sequence of discrete note
events that roughly correspond to notes in a musical score.
In order to find out which tools are used we conducted an
online survey that was sent out through several channels
including the ISMIR Community, Auditory and music-dsp
mailing lists. !

We obtained 31 responses with a strong bias towards re-
searchers in music informatics (see Table 2). Most of the
participants were from academic institutions (27; 87%),
of which students were the greatest contingent (11; 35%).
Four participants were from industry (13%). Experience
with pitch and note representations was nearly evenly dis-
tributed (58% and 52%, respectively, including those who
had experience with both kinds of annotation).

We asked the participants which tools they are aware of.
Responses included a large variety of tools, which we sep-
arated into user-interface-based software and signal pro-
cessing software without user interfaces (see Box 1).2

Our first observation is that despite the wide range of
tools, there are some that were mentioned many more
times than others: in the case of user interfaces these are

! The survey questions are given in Appendix A.

2 We are furthermore aware of tools for pitch track annotation [1] and
pitch track and note annotation [2] that are not publicly available.



software URL

Tony https://code.soundsoftware.
ac.uk/projects/tony

pYIN https://code.soundsoftware.

ac.uk/projects/pyin
Pitch Estimator  https://code.soundsoftware.
ac.uk/projects/chp

Sonic Visualiser https://code.soundsoftware.

Libraries ac.uk/projects/sv

Table 1. Software availability.
Field of work Position
Music Inf./MIR 17 (55%) Student 11 (35%)
Musicology 4 (13%) Faculty Member 10 (32%)
Bioacoustics 3 (10%) Post-doc 6 (19%)
Speech Processing 2 (5%) Industry 4 (13%)
Experience
Pitch track 18* (58%)
Note track 16™ (52%)
Both 7 (23%)
None 3 (10%)

*) includes 7 who had experience with both pitch and note tracks.

Table 2. Participants of the survey. Top four responses for
participant makeup.

The tools with graphical user interfaces mentioned by
survey participants were: Sonic Visualiser (12 partic-
ipants), Praat (11), Custom-built (3), Melodyne (3),
Raven (and Canary) (3), Tony (3), WaveSurfer (3),
Cubase (2), and the following mentioned once: Au-
dioSculpt, Adobe Audition, Audacity, Logic, Sound
Analysis Pro, Tartini and Transcribe!.

The DSP algorithms mentioned by survey participants
were: YIN (5 participants), Custom-built (3), Aubio
(2), and all following ones mentioned once: AMPACT,
AMT, DESAM Toolbox, MELODIA, MIR Toolbox,
Tartini, TuneR, SampleSumo, silbido, STRAIGHT and
SWIPE.

Box 1. Survey Results.
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Sonic Visualiser [3]3 and Praat [4]*, and in the case of
DSP tools it is YIN [5]. None of the tools with user in-
terfaces are specifically aimed at note and pitch transcrip-
tion in music; some were originally aimed at the analy-
sis of speech, e.g. Praat, others are generic music anno-
tation tools, e.g. Sonic Visualiser and AudioSculpt [6]. In
either case, the process of extracting note frequencies re-
mains laborious and can take many times the duration of
the recording. As a consequence, many researchers use
a chain of multiple tools in custom setups in which some
parts are automatic (e.g. using AMPACT alignment [7]), as
we have previously done ourselves [8]. Commercial tools
such as Melodyne,> Songs2See® and Sing&See’ serve
similar but incompatible purposes. Melodyne in particular
offers a very sleek interface, but frequency estimation pro-
cedures are not public (proprietary code), notes cannot be
sonified, and clear-text export of note and pitch track data
is not provided.

In summary, the survey further corroborated the impres-
sion gained during our own experiments on note intona-
tion: a tool for efficient annotation of melodies is not avail-
able, and the apparent interest in the scientific study of
melody provides ample demand to create just such a tool.
We therefore set out to create Tony, a tool that focusses
on melodic annotation (as opposed to general audio anno-
tation or polyphonic note annotation). The Tony tool is
aimed at providing the following components: (a) state-of-
the art algorithms for pitch and note estimation with high
frequency resolution, (b) graphical user interface with vi-
sual and auditory feedback for easy error-spotting, (c) in-
telligent interactive interface for rapid correction of estima-
tion errors, (d) extensive export functions enabling further
processing in other applications. Lastly, the tool should be
freely available to anyone in the research community, as it
already is (see Table 1). This paper demonstrates that the
remaining requirements have also been met.

Any modern tool for melody annotation from audio re-
quires signal processing tools for pitch (or fundamental
frequency, FO) estimation and note transcription. We are
concerned here with estimation from monophonic audio,
not with the estimation of the predominant melody from
a polyphonic mixture (e.g. [9, 10]). Several solutions to
the problem of FO estimation have been proposed, includ-
ing mechanical contraptions dating back as far as the early
20th century [11]. Recently, the area of speech process-
ing has generated several methods that have considerably
advanced the state of the art [4,5, 12, 13]. Among these,
the YIN fundamental frequency estimator [5] has gained
popularity beyond the speech processing community, es-
pecially in the analysis of singing [14, 15] (also, see survey
above). Babacan et al. [16] provide an overview of the per-
formance of FO trackers on singing, in which YIN is shown
to be state of the art, and particularly effective at fine pitch
recognition. More recently, our own pYIN pitch track es-
timator has been shown to be robust against several kinds

3nttp://waw.
4http://wuw.
Shttp://www.
Snttp://www.
Thttp://www.

sonicvisualiser.org/
fon.hum.uva.nl/praat/
celemony.com/
songs2see.com/
singandsee.com/



of degradations [17] and to be one of the most accurate
pitch transcribers, especially for query-by-singing applica-
tions [18] (alongside the MELODIA pitch tracker [10]).

The transcription of melodic notes has received far less
attention than pitch tracking—perhaps because polyphonic
note transcription [19, 20] was deemed the more exciting
research problem—but several noteworthy methods exist
[2,21,22]. We have implemented our own note transcrip-
tion method intended for use in Tony, of which a previous
version has been available as part of the pYIN Vamp plu-
gin [17]. This is the first time pYIN note transcription has
been presented and evaluated in a scientific paper.

3. METHOD

Tony implements several melody estimation methods:
fully automatic pitch estimation and note tracking based
on pYIN [17], and custom methods for interactive re-
estimation. Tony resamples any input file to a rate of
44.1kHz (if necessary), and the signal processing meth-
ods work on overlapping frames of 2048 samples (=46 ms)
with a hop size of 256 samples (=6 ms).

3.1 Pitch Estimation

We use the existing probabilistic YIN (pYIN) method [17]
to extract a pitch track from monophonic audio recordings.
The pYIN method is based on the YIN algorithm [5]. Con-
ventional YIN has a single threshold parameter and pro-
duces a single pitch estimate. The first stage of pYIN cal-
culates multiple pitch candidates with associated probabil-
ities based on a distribution over many threshold parame-
ter settings. In a second stage, these probabilities are used
as observations in a hidden Markov model, which is then
Viterbi-decoded to produce an improved pitch track. This
pitch track is used in Tony, and is also the basis for the note
detection algorithm described below.

3.2 Note Transcription

The note transcription method takes as an input the pYIN
pitch track and outputs discrete notes on a continuous pitch
scale, based on Viterbi-decoding of a second, independent
hidden Markov model (HMM). Unlike other similar mod-
els, ours does not quantise the pitches to semitones, but
instead allows a more fine-grained analysis. The HMM
models pitches from MIDI pitch 35 (B1, ~61 Hz) to MIDI
pitch 85 (Ct6, ~ 1109 Hz) at 3 steps per semitone, result-
ing in n = 207 distinct pitches. Following Ryynénen [21]
we represent each pitch by three states representing attack,
stable part and silence, respectively. The likelihood of a
non-silent state emitting a pitch track frame with pitch g is
modelled as a Gaussian distribution centered at the note’s
pitch p with a standard deviation of o semitones, i.e.

1
Pyl = v+ (£ prta]") m
where n,, is a state modelling the MIDI pitch p, z is
a normalising constant and the parameter 0 < 7 < 1
controls how much the pitch estimate is trusted; we set
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0.1. The probability of unvoiced states is set to
P(unvoiced|q) = (1 — v)/n, i.e. they sum to their com-
bined likelihood of (1 — v) and v = 0.5 is the prior like-
lihood of a frame being voiced. The standard deviation o
varies depending on the state: attack states have a larger
standard deviation (¢ = 5 semitones) than stable parts
(o = 0.9). This models that the beginnings of notes and
note transitions tend to vary more in pitch than the main,
stable parts of notes.

The transition model imposes continuity and reasonable
pitch transitions. Figure la shows a single note model,
with connections to other notes. Within a note we use a
3-state left-to-right HMM consisting of Attack, Stable and
Silent states. These states are characterised by high self-
transition probability (0.9, 0.99 and 0.9999 for the three
note states, respectively), to ensure continuity. Within a
note, the only possibility other than self-transition is to
progress to the next state. The last note state the Silent
state, allows transitions to many different Attack states of
other notes. Like the musicological model in Ryynénen
and Klapuri’s approach [21] we provide likelihoods for
note transitions. Unlike their approach, we do not deal
with notes quantised to the integer MIDI scale, and so we
decided to go for a simpler heuristic that would only take
into account three factors: (1) a note’s pitch has to be either
the same as the preceding note or at least 2/3 semitones dif-
ferent; (2) small pitch changes are more likely than larger
ones; (3) the maximum pitch difference between two con-
secutive notes is 13 semitones. A part of the transition
distribution to notes with nearby pitches is illustrated in
Figure 1b.

T =

3.3 Note Post-processing

We employ two post-processing steps. The first,
amplitude-based onset segmentation helps separate con-
secutive notes (syllables) of similar pitches as follows. We
calculate the root mean square (RMS, i.e. average) ampli-
tude denoted by a; in every frame ¢. In order to estimate
the amplitude rise around a particular frame ¢ we calculate
the ratio of the RMS values between the frames either side

_ Git1

@)

aj—1

Given a sensitivity parameter s, any rise with 1/r < s is
considered part of an onset, 8 and the frame 7 — 2 is set
to unvoiced, thus creating a gap within any existing note.
If no note is present, nothing changes, i.e. no additional
notes are introduced in this onset detection step. The sec-
ond post-processing step, minimum duration pruning, sim-
ply discards notes shorter than a threshold, usually chosen
around 100 ms.

3.4 Semi-automatic Pitch Track Re-estimation

In addition to fully manual editing of notes (Section 3.4.2),
the user can also change the pitch track. However, since
human beings do not directly perceive pitch tracks, Tony
offers pitch track candidates which users can choose from.

8 The inverse 1/7 is used in order for s to correspond to sensitivity.
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Two methods are available: multiple alternative pYIN
pitch tracks on a user-selected time interval, and a single
pitch track on a user-selected time-pitch rectangle.

3.4.1 Multiple pYIN pitch tracks

In order to extract multiple pitch tracks, the pYIN method
is modified such that its second stage runs multiple times
with different frequency ranges emphasised. The intended
use of this is to correct pitches over short time intervals. As
in the default version, the first pYIN stage extracts multiple
pitch candidates m; (given in floating point MIDI pitches)
for every frame, with associated probabilities p;. Depend-
ing on the frequency range, these candidate probabilties
are now weighted by a Gaussian distribution centered at
cj = 48 +3 x4, j = 1,...,13, for the j" frequency
range, i.e. the new candidate pitch probabilities are

Pij = pi X ¢C_7‘70'7‘ (mi), 3)

where ¢(+) is the Gaussian probability density function and
o, = 8 is the pitch standard deviation, indicating the fre-
quency width of the range. With these modified pitch prob-
abilities, the Viterbi decoding is carried out as usual, lead-
ing to a total of 13 pitch tracks.

Finally, duplicate pitch tracks among those from the 13
ranges are eliminated. Two pitch tracks are classified as
duplicates if at least 80% of their pitches coincide. Among
each duplicate pair, the pitch track with the shorter time
coverage is eliminated.

3.4.2 Pitch track in time-pitch rectangle

In some cases, the desired pitch track is not among those
offered by the method described in Section 3.4.1. In such
cases we use a YIN-independent method of finding pitches
based on a simple harmonic product spectrum [23]. When
using this method, the user provides the pitch and time
range (a rectangle), and for every frame the method re-
turns the pitch with the maximum harmonic product spec-
tral value (or no pitch, if the maximum occurs at the upper
or lower boundary of the pitch range). This way even sub-
tle pitches can be annotated provided that they are local
maxima of the harmonic product spectrum.

4. USER INTERFACE

Figure 2 is a screenshot of the Tony user interface. The
basic interface components as well as the underlying audio
engine and other core components are well tested as they
come from the mature code base of Sonic Visualiser (see
also Table 1). Tony differs from the other tools in that it
is designed for musical note sequences, not general pitch
events, and intentionally restricted to the annotation of sin-
gle melodies. This specialisation has informed many of our
design choices. Below we highlight several key aspects of
the Tony interface.

4.1 Graphical Interface

While graphical interface components from Sonic Visu-
aliser have been re-used, the focus on a single task has al-
lowed us to combine all relevant visualisation components
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into a single pane: pitch track, note track, spectrogram and
the waveform. Visibilty of all can be toggled. The focus on
single melodies meant that we could design a special note
layer with non-overlapping notes. This averts possible an-
notation errors from overlapping pitches.

As soon as the user opens an audio file, melodic rep-
resentations of pitch track and notes are calculated using
the methods described in Sections 3.1 and 3.2. This con-
trasts with general tools like Praat, Sonic Visualiser or Au-
dioSculpt, which offer a range of processing options the
user has to select from. This is avoided in Tony, since the
analysis objective is known in advance. However, the user
has some control over the analysis parameters via the menu
and can re-run the analysis with the parameters changed.

Editing pitch tracks and notes is organised separately.
Note edits concern only the placement and duration of
notes in time, and their pitch is calculated on the fly as
the median of the underlying pitch track. Any corrections
in the pitch dimension are carried out via the pitch track.

In order to select pitches or notes the user selects a time
interval, either via the Selection Strip or via keyboard com-
mands. Both pitch track and note track can then be ma-
nipulated based on the selection. The most simple pitch
track actions are: choose higher/lower pitch (by octave) in
the selected area; remove pitches in the selected area. For
more sophisticated pitch correction, the user can request
alternative pitch tracks in a selected time interval (see Sec-
tion 3.4.1), or the single most likely pitch track in a time-
pitch rectangle (see Section 3.4.2). Note actions are: Split,
Merge, Delete, Create (including “form note from selec-
tion”), and Move (boundary). The note pitch is always the
median of the pitch track estimates it covers and is updated
in real-time.

4.2 Sound Interface

Tony provides auditory feedback by playing back the ex-
tracted pitch track as well as the note track alongside the
original audio. Like the visual pitch track and note repre-
sentations, playback (including that of the original record-
ing) can be toggled using dedicated buttons in a toolbar
(see Figure 2), giving users the choice to listen to any com-
bination of representations they wish.

Sonification of the notes is realised as a wave table play-
back of an electric piano sound. The sound was espe-
cially synthesised for its neutral timbre and uniform evolu-
tion. Unlike other programs, synthesis in Tony is not con-
strained to integer MIDI notes, and can sonify subtle pitch
differences as often occur in real-world performances. The
pitch track is synthesised on the fly, using a sinusoidal ad-
ditive synthesis of the first three harmonic partials.

5. EVALUATION

To assess the utility of Tony as a note transcription sys-
tem, we conducted two experiments. First, we compared
the underlying note transcription method to existing meth-
ods, using a publicly available dataset [24]. Second, in a
real-world task an expert annotated notes for an intonation
study using the Tony software, and we measured the time



Group. 1 Overall. Acc.  Raw. Pitch. Acc. Vo. False Alarm Vo. Recall F"COnPOff F"COnP  F COn

I melotranscript 0.80 0.87 0.37 0.97 0.45 0.57 0.63
2 ryynanen 0.72 0.76 0.37 0.94 0.30 0.47 0.64
3 smstools 0.80 0.88 0.41 0.99 0.39 0.55 0.66
4 pYIN s=0.0, prn=0.00 0.83 0.91 0.37 0.98 0.38 0.56 0.61
5  pYIN s=0.0, prn=0.07 0.84 0.91 0.34 0.98 0.40 0.59 0.64
6  pYIN s=0.0, prn=0.10 0.84 0.91 0.33 0.97 0.41 0.60 0.64
7 pYIN s=0.0, prn=0.15 0.84 0.90 0.32 0.96 0.41 0.60 0.63
8  pYIN s=0.6, prn=0.00 0.84 0.91 0.35 0.98 0.38 0.56 0.61
9  pYIN s=0.6, prn=0.07 0.84 0.91 0.32 0.97 043 0.62 0.67
10 pYIN s=0.6, prn=0.10 0.85 0.91 0.31 0.97 0.44 0.62 0.67
11 pYIN s=0.6, prn=0.15 0.85 0.90 0.29 0.95 0.44 0.62 0.65
12 pYIN s=0.7, prn=0.00 0.83 0.90 0.33 0.97 0.39 0.54 0.61
13 pYIN s=0.7, prn=0.07 0.85 0.91 0.30 0.97 0.46 0.63 0.69
14 pYIN s=0.7, prn=0.10 0.85 0.90 0.29 0.96 0.47 0.64 0.69
15  pYIN s=0.7, prn=0.15 0.85 0.89 0.27 0.94 0.47 0.64 0.67
16  pYIN s=0.8, prn=0.00 0.84 0.89 0.28 0.96 0.39 0.52 0.61
17 pYIN s=0.8, prn=0.07 0.85 0.89 0.25 0.95 0.48 0.66 0.73
18  pYIN s=0.8, prn=0.10 0.85 0.89 0.24 0.94 0.49 0.68 0.73
19 pYIN s=0.8, prn=0.15 0.85 0.87 0.22 0.91 0.50 0.67 0.71

Table 3. Results for fully-automatic melody note transcription.

taken and the number of notes manipulated. The experi-
mental results are given below.

5.1 Accuracy of Automatic Transcription

We used a test set of 38 pieces of solo vocal music (11
adult females, 13 adult males and 14 children) as col-
lected and annotated in a previous study [24]. All files
are sampled at 44.1 kHz. We also obtained note transcrip-
tion results extracted by three other methods: Melotran-
script [22], Gémez and Bonada [2], Ryyndnen [21]. We
ran 16 different versions of Tony’s note transcription algo-
rithm, a grid search of 4 parameter settings for each of the
two post-processing methods. Minimum duration pruning
was parametrised to O ms (no pruning), 70 ms, 100 ms and
150 ms. The amplitude-based onset segmentation parame-
ter was varied as s = 0, 0.6, 0.7 and 0.8.

For frame-wise evaluation we used metrics from the eval-
vation of pitch tracks [25] as implemented in mir_eval
[26], but applied them to notes by assigning to every frame
the pitch of the note it is covered by. The results are listed
in Table 3. The pYIN note transcriptions reach very high
overall accuracy rates (0.83-0.85) throughout. The high-
est score of the other methods tested is 0.80.° Among the
pYIN versions tested, the best outcome was achieved by
combining pruning of at least 100 ms and an onset sensi-
tivity parameter of at least s = 0.6. The efficacy of the
system results from high raw pitch accuracy (correct when
there is a pitch), and low rate of voicing false alarm. There
is, however, a tradeoff between the two: better raw pitch
accuracy is achieved with low values of s, and lower false
alarm rates with higher values of s. The algorithm sm-
stools achieves perfect voicing recall at the price of having
the highest voicing false alarm rate.

The results for note-based evaluation expose more sub-
tle differences. The metric “COnPOff” [24], which
takes into account correct note onset time (£5 ms), pitch
(£0.5 semitones) and offset (& 20% of ground truth note
duration), is the most demanding metric; “COnP” (cor-
rect onset and pitch) and “COn” (correct onset) are re-
laxed metrics. Here, we report F' measures only. We ob-

9 Note that Ryynanen’s method outputs only integer MIDI notes, so
for the fine-grained analysis required here it may be at a disadvantage.
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serve that—without post-processing—the pYIN note tran-
scription achieves values slightly worse than the best-
performing algorithm (melotranscript). Considering the
post-processed versions of pYIN, minimum duration prun-
ing alone does not lead to substantial improvements. How-
ever, a combination of onset detection and minimum du-
ration pruning leads to COnPOff F' values of up to 0.50,
compared to 0.38 for the baseline pYIN and 0.45 for the
best other algorithm (melotranscript). This carries through
to the more relaxed evaluation measures, where F' values
of the post-processed versions with at least 0.10 seconds
pruning are always higher than the baseline pYIN algo-
rithm and the other algorithms tested. Figure 3 shows all
100 ms-pruned pYIN results against other algorithms.

5.2 Effort of Manual Note Correction

In order to examine the usability of Tony we measured
how editing affects the time taken to annotate tunes. We
used recordings of amateur singing created for a different
project, and one of us (JD) annotated them such that each
final note annotation corresponded exactly to one ground
truth note in the musical score matching her perception of
the notes the singer was actually performing. The dataset
consists of 96 recordings, with 32 singers performing three
tunes from the musical The Sound of Music. The annota-
tion was performed with an earlier version of Tony (0.6).
Tony offers five basic editing operations: Create, Delete,
Split, Join, and Move (either left or right note boundary).
We estimated the number of edits required, considering
only timing adjustments (i.e. ignoring any changes to the
pitch of a note). ' The estimate is a custom edit distance
implementation. First, we jointly represent the actual state
of the note track (after automatic extraction) and the de-
sired state of the note track as a string of tokens. Secondly,
we define transformation rules that correspond to the five
possible edit operations. The estimate of the number of
edits performed by the user is then an automated calcula-
tion of a series of reductions to the source string in order to
arrive at the target. In particular, if pYIN happened to per-
form a completely correct segmentation “out of the box”,

10 At the time of the experiment we were not able to record the actual
actions taken.
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Figure 4. Edit operations.

the edit count would be zero.

Figure 4a illustrates the distributions of edit counts in a
box plot with added indicators of the mean. First of all, we
notice that very few notes had to be Created (mean of 0.17
per recording) or Moved (0.28), and that Join (8.64) and
Delete (8.82) are by far the most frequent edit operations,
followed by Splits (4.73). As expected, the total number of
edits correlates with the time taken to annotate the record-
ings (see Figure 4b).

Which other factors influence the annotation time taken?
We use multivariate linear regression on the number of
Creates, Deletes, Splits, Joins, Moves and familiarity with
the Tony software (covariates), predicting the annotation
time (response). As expected, the results in Table 4 show
that any type of editing increases annotation time, and that
familiarity reduces annotation time. The baseline annota-
tion time is 437 seconds, more than 7 minutes. (The mean
duration of the pieces is 179 seconds, just under 3 min-
utes.) The result on Familiarity suggests that every day
spent working with Tony reduces the time needed for an-
notation by 2.3 seconds. !" The time taken for every Cre-
ate action is 145 seconds, a huge amount of time, which
can only be explained by the fact that this operation was
very rare and only used on tracks that were very difficult
anyway. Similar reasoning applies to the (boundary) Move
operations, though the p value suggests that the estimate
cannot be made with much confidence. The distinction

' This is clearly only true within a finite study, since the reduction
cannot continue forever. Annotations happened on 14 different days.
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Est. (seconds)  Std. Error  p value

(Intercept) 437.20 51.87 <0.01
Creates 145.08 42.77 <0.01
Deletes 3.51 1.82 0.06
Splits 5.58 2.95 0.06
Joins 3.18 2.35 0.18
Move 45.51 39.61 0.25
Familiarity -2.31 0.82 0.01

Table 4. Effects on annotation time taken.

between the remaining three edit operations is more help-
ful: each Delete and Join accounts for 3.5 seconds time
added, but splits take much longer: 5.7 seconds. This is
likely to result from the fact that the user has to position
the play head or mouse pointer precisely at the split po-
sition, whereas joins and deletes require far less precise
mouse actions. As Table 4 shows, most of the effects are at
least moderately significant (p < 0.1), with the exception
of number of Joins. The variance explained is R? = 25%.

6. DISCUSSION

The results of the second experiment may well have impact
on the design of future automatic melody transcription sys-
tems. They confirm the intuition that some edit actions take
substantially more time for a human annotator to execute.
For example, the fact that Merges are much cheaper than
Splits suggests that high onset recall is more important than
high onset precision.

We would also like to mention that we are aware that the
accuracy of automatic transcription heavily depends on the
material. The tools we evaluated (including existing al-
gorithms) were well-suited for the database of singing we
used; in other annotation experiments [27] it has become
obvious that some instruments are more difficult to pitch-
track. Furthermore, it is useful to bear in mind that the
dataset we used is predominantly voiced, so the voicing
false alarm outcomes may change on different data.

As evident from our survey (Box 1), early versions of
Tony have already been used by the community. This in-
cludes our own use to create the MedleyDB resource [27],
and some as yet unpublished internal singing intonation
and violin vibrato experiments.



7. CONCLUSIONS

In this paper we have presented our new melody annota-
tion software Tony, and its evaluation with respect to two
aspects: firstly, an evaluation of the built-in note transcrip-
tion system, and secondly a study on how manual edits and
familiarity with the software influence annotation time.

The note transcription results suggest that the pYIN note
transcription method employed in Tony is state-of-the-art,
in terms of frame-wise accuracy and note-based evalua-
tion. The study of manual edits shows the relative effort
involved in different actions, revealing that Splits and Cre-
ates are particularly expensive edits. This suggests that for
the task of note annotation, transcription systems should
focus on voicing recall and note onset/offset accuracy.

In summary, we have presented a state-of-the-art note
annotation system that provides researchers interested in
melody with an efficient way of annotating their record-
ings. We hope that in the long run, this will create a surge
in research and hence understanding of melody and into-
nation, especially in singing.
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ABSTRACT

Alternative notation approaches become more and more
popular. Animated notation is one of them. It is popular
mainly because it seems easy to apply. On the other hand,
practice shows that classically trained musicians,
composers and musicologists tend to reject or
misunderstand this kind of music notation. Furthermore
some musical performances based on animated notation
should face the question whether a regular notation would
not have been more efficient. As a researcher, performer
and composer working with animated notation, |
experienced that there is still a lack of knowledge and
some misconceptions when it comes to animated
notation, its advantages and its disadvantages and
foremost its practical application. A brief look into the
development of animated notation, actual fields of
application, an attempt of a typology, an examination of
the visual communication process and a closer look at
two different animated score examples will shed a little
light into the darkness and support utilizing this tool in
contemporary music practice.

INTRODUCTION

After a peak in the musical avant-garde of the 1950s and
1960s, approaches of alternative music notation face a
renaissance recently. Although there was some interest
before, especially from visual artists, Theresa Sauer’s
book Notations 21 from 2009 as a direct successor of
John Cage’s Notations from 1969 seems to have been
somehow the starting signal. Of course the same
problems regarding alternative notation arise now as they
did in the mid of the twentieth century. Questions
regarding the applicability, the accurateness and whether
it is music notation at all, came up. In the recent years
various papers and professional literature appeared. The
December 2014 issue of Organised Sound, this very
conference and of course contemporary music practice
reveals a still growing interest in the field. New
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technologies continuously find their way into music
performance and music notation and all its manifestations
like gesture notation, screen scores, various forms of
extended notation or live generated scores. One kind of
notation that is used more frequently in the recent years,
but at the same time remains a kind of mystery is
animated notation. Animated notation serves in this text
as an umbrella term for various approaches, where
abstract graphics (avoiding images, symbols or
pictograms with an inherent meaning) are put into motion
for music notational purposes and manifest as fixed
media. Hence, any kind of interaction or live generated
and live manipulated scores are excluded. In practice
animated scores are often shown simultaneously to
performers and audience. As a score, it communicates the
music and supports the understanding of the structure of
the piece. However, to show it to the audience is neither
obligatory nor important for the understanding of
animated scores in general. The most common form of
music notation in the Western world is regular staff
notation. In this paper staff notation serves as a kind of
reference, to support the understanding of animated
notation.

A BRIEF LOOK INTO HISTORY

As many of our contemporary music practices, animated
notation is rooted in ideas and works of the musical
avant-garde between 1950 and 1970 [5]. In that time
many famous composers were exploring alternative
music notation. Publications of that time reveal that those
approaches were quite diverse. John Cage in the USA and
Erhard Karkoschka in Europe published widely
recognized books in the late 1960s that collected various
works of that time [3, 9]. In these compilations one can
find for instance notations that were merely musical
scores. Musical graphics, a term coined later by Roman
Haubenstock-Ramati [5], were considered to work rather
as a trigger for improvisation than to be a proper musical
score. Earle Browns' piece December 1952 [8] is the first
musical graphic, although it appears in some writings
mistakenly as a graphic notation. Composers like John
Cage, Morton Feldman, Mauricio Kagel, Karlheinz
Stockhausen or Roman Haubenstock-Ramati [18, 19], to
name but a few, were mainly driven by the limitations of



staff notation to communicate their musical ideas [9].
Some composers even experimented with video scores
[5]. The diversity of appearances and the desire to
overcome restrictions is common for avant-garde graphic
notation and animated notation today.

.......

Figure 1. Musical Graphic, December 1952 by Earle Brown [21].

From the 1970s onwards, composers seem to lose
interest in the graphic notation. According to Julia H.
Schroder visual artists developed ideas further as “their
interest in the individual handwriting manifesting itself in
musical graphics is greater than that of composers, who
were concerned with the establishment of a new,
normative graphic canon [5]. Schréders analysis reveals
two important distinctions regarding graphic and
animated notation. First, avant-garde composers wanted
to develop a generally applicable kind of graphic
notation, implying a certain framework and rules to be
able to work with it like with staff notation. As this did
not work out, they lost interest. Second, avant-garde
composers' self-conception and position within music
history regarding the development of a new notation was
entirely different from the situation of animated notation
today. In “Darmstadter Beitrage zur neuen Musik —
Notation”[19] composers like Brown, Kagel and
Haubenstock Ramati wrote about their practices using
graphic notation. For them it was clear and self-evident
that the composition of new music required a new music
notation. Furthermore this new notation could only come
to life by somehow overcoming regular staff
notation [19]. Today, animated notation can be
considered a tool. It extends possibilities of notating
contemporary music without neglecting other techniques
or abandoning staff notation. Thereby animated notation
or people using it respectively, are not aiming to establish
a rigid framework and generally applicable rules.
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Since the 1970s very different connections of sound or
music and visuals came to life. Visual music, VJing and
especially music video shaped our everyday culture like
film, art, advertisements and of course music itself [10].
Technological progress, manifesting for instance in
ubiquitous computer power, had a major impact on music
production, performance and consumption [4]. Regular
staff notation on the other side underwent only minor
changes in the last 50 years, while its core system,
meaning how music is principally notated, remained the
same. Surely influences of the developments of the avant-
garde can be traced in today’s notation practice. Very
often staff notation is extended by individual signs and
symbols to indicate sounds or techniques that are
otherwise not communicable. In 2013 Christian Dimpker
published his book Extended Notation that develops a
consistent notation system for extended instrumental
playing techniques and electro acoustic music, based on
the common practice [6]. Generally staff notation remains
surely satisfyingly expressive. However, compared to the
influence of the computer on music itself, music notation
(apart from notation software like Sibelius or Finale)
seems to be almost unaltered by technological progress.
Only in the recent years, with concepts of
interdisciplinarity, inter-media and hybrid arts, a growing
interest in alternative notation utilizing computational
power can be found. Practice shows there are multiple
areas of application that feature new ways of music
making and composition. Animated notation is just one
amongst many. Yet, the utilization of screens and
animation techniques for notational purposes is in its
early stages. Even a commonly used term for this kind of
notations can hardly be found. Australian composer and
researcher Lindsey Vickery generally calls them screen
scores [20] while Severin Behnen talks in his PhD thesis
about motion graphic scores with its subdivisions
animated, interactive and plastic score [1]. An online
collection of several works by composer Pall Ivan
Palsson [24] or the website animatednotation.com
by Ryan Ross Smith [26] display a wide range of
different scores and approaches. Thereby animated scores
use various techniques and styles and are created with
various software. In animated notation, graphical
attributes are not strictly mapped with specific sounds or
actions. There are no symbols or a syntax. Although
animated scores often share common features, for
instance a ‘play-head’ that indicates the actual position
within a scrolling score [20], none of these features are
obligatory or generally valid. Basically each score looks
different. On one hand this seems to be a deficiency. On
the other hand this freedom is the bases for individual
artistic and musical expression and the possibility to
create new music [9, 19], just like in the 1960s.



SPECIAL FEATURES

1 Two Areas of Application

Let’s take a look at two areas of actual application to
show two major features of animated notation. The area
where animated notation can demonstrate its intuitive
applicability the best is education. Dabbledoo Music for
instance is a project by Shane Mc Kenna and Kilian
Redmond from Ireland [22]. They call it “a new
multimedia experience for young musicians... It aims to
encourage creative music making and group performance
in a new and exciting way.” [22] Various types of
animated notation, varying from simple to complex ones,
are used to encourage and educate children to improvise
and compose within a structured framework. Thereby
especially timing and interaction can be practiced without
the necessity of learning a complicated notational system.
Another interesting example is the artistic research
project Voices of Umed at Umed University Sweden by
Anders Lind. He utilizes The Max Maestro, a standalone
application programmed in Max/MSP that features an
animated notation which can be controlled in real-time
[23]. A choir of musically untrained people is conducted
via The Max Maestro to produce vowels and other
sounds. The length of each vowel, dynamics and structure
over time are indicated. It basically allows participants to
perform prima vista. Thereby performers become a part
of the real-time compositional process [23]. Again the
intuitiveness and simplicity of the animated score, in
relation to the high quality of the musical performance, is
remarkable.

DABBLEDOOMUSICX=X

THE FUN WAY TO LEARN ABOUT RUSIC e
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Figure 2. Screenshot of Dabbledoo Music website (beta version) [22].

A second area of application are musical genres or
works that utilize alternative instruments, a mix of
various instruments (like in live electronic music with
acoustic and computer instrument) or are composed for
indeterminate instrumentation. As there is no common
practice, the notation of alternative instruments or objects
can be accomplished on a very individual bases by the
composer. For instance abstract computer sounds cannot
be adequately represented in regular staff notation. By
using abstract graphics, which can be mapped to musical
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parameters in a customized manner, animated notation
can create a common ground, a kind of musical
communication platform for all instruments involved [7].
Furthermore music like live electronic music is often
improvised. Apart from offering a score that is able to
generally structure and define musical improvisation,
animated notation manifests usually in a video (file) and
is therefore time-based media [2]. This allows especially
to structure events accurately over time, and the score is
as long as the piece. Hence, frequently used techniques
like score following, stop watches or other means of
triggering musical events and synchronizing acoustic and
computer instruments, with their known drawbacks
become obsolete.

2 Tackling a Typology

After examining the development of contemporary
scores, composer and researcher Lindsay Vickery
suggested four different types of what he calls screen
scores.  Namely scrolling  score,  permutation,
transformative and generative scores [20]. Vickery’s
terminology was introduced in an historical context.
Furthermore his subdivisions describe mainly the visual
appearance of animated scores, like scrolling score, as the
score actually scrolls. Additionally, in practice many
scores mix techniques. They might not be described
accurately by one of the four different types. Therefore
this rather strict distinction is not truly useful for a
categorization of animated scores. Still the used
terminology proves very useful when discussing the
appearance of animated notation in general. As
mentioned earlier, the generative type is neglected in this
paper.

A frequently used type of animated score is the
scrolling score [20] (e.g. see figure 4). These kind of
scores have several advantages. They support western
reading habits as they scroll usually from left to right.
These scores often work with a play zone or another
indication that signals the performer which part to play.
Many use a so called play-head, which is usually a line
that graphics have to cross to indicate when to play them
(see fig. 4). However, the most important feature of a
scrolling score is the possibility to read ahead. Performers
are of course used to this from staff notation. A lack of
this feature might therefore cause considerable problems
for musicians to utilize an animated notation [7].
Scrolling scores often utilize preliminary knowledge of
the performers, for instance that a relative pitch height is
indicated on the vertical axes.

Second, there are permutation or coherent scores, like
for instance some Ryan Ross Smith’s research studies
[26]. These scores usually focus on the sequence of sound
events and are therefore actional. Those scores appear as



circular shapes, like clocks, grids or other networks of
(sometimes  multilayered)  objects, that change
sequentially (permutation) over time and indicate
precisely when and sometimes even how long to play.
Often also the number of players is clearly indicated.
Depending on the graphic design of the score, it is
possible for the performer to read ahead (see fig. 2).
Generally, these scores convey structure of events over
time and not specific sounds. This allows them to be very
precise regarding the sequence of events. If the sequences
are not too fast, these scores could be even played prima
vista by experienced musicians. Of course there are also
other permutation scores where performers have clear
instructions not only when to play, but also what to play.
Then these scores can be regarded as the most accurate
type of animated notations, where the least
interpretational effort and least amount of improvisation
for the performer is required.

Finally, there are transformative or morphing scores.
They are usually highly associative in character. Graphics
move on the screen or change their overall appearance
from one distinct graphical object to another (e.g.
morphing). Movements in any direction along X, Y and Z
axes are possible. This does not allow performers to look
ahead. Therefore these scores require profound
involvement by the performer. Without further
instructions or guidelines by the composer, these scores
are musical graphics in motion in the sense of December
1952. Nevertheless it is possible to connect visual and
musical attributes. For instance the overall appearance,
the design of graphics, color, shape and of course the
speed of the score can be mapped by the composer to
convey specific sonic attributes.

When analyzing contemporary animated notations,
various mixed types of the above mentioned appearances
can be found. Furthermore, as there are no generally valid
and commonly accepted rules for the design and use of
animated scores, a strict categorization using Vickery’s
terms is difficult. Therefore | propose a three dimensional
coordinate system, where scores can be positioned in a
more flexible manner. For instance a scrolling score can
be a rather associative score that works instructive and is
actional. Or anything in between. Hence, this typology
does not say anything about the visual appearance or the
usability of the score.
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Figure 3. 3D-coordinate system to categorize animated scores. Example
scores “SYN-Phon”and “Study No.31”

x-axes (red) : associative - instructive. This distinction
refers to the appearance and possible interpretation of an
animated score. A purely associative score can be
regarded as a sheer trigger for improvisation, similar to a
musical graphic. This means musical or acoustic
parameters are not clearly mapped to graphical ones by
the composer. What color, size or motion of a graphic
indicate, is not defined. Rather the overall look and
appearance of the score should influence the
improvisation of the performer. An instructive score on
the other hand indicates what to do and often precisely,
when to do it. The score communicates instructions. The
clock-like score on the Dabbledoo website (fig. 2) is a
rather instructive score. The clock hand indicates when to
play, and the color indicates the instrument group (red or
blue) or a pause (white).

y-axes (blue) : level of improvisation. The position on
the y-axes indicates overall how much improvisation is
needed to perform the score. It is very likely that
associative score requires a lot of improvisation by the
performer. Nevertheless there are associative scores,
where very few musical parameters are clearly mapped
with graphical parameters. For instance performers
simply play, when graphics are moving. On the other
hand an instructive score can be very precise with certain
parameters while other parameters need to be improvised.

z-axes (green) : tonal - actional. If not specified by the
composer, the distinction between tonal and actional can
be sometimes difficult. Tonal and actional refers to
whether a graphic concerns sound or the means of
execution. In other words, tonal graphics describe what to
play, while actional graphics indicate when to play or
what to do. Again the example of the clock in figure 2.
This score is rather actional. The color refers to the



instrument group involved. For the music itself, shapes,
colors and motion have no meaning. What to play is not
indicated. The example SYN-Phon in figure 4 is tonal and
actional. The red play-head indicates when and how long
to play, while at the same time, for instance the white
curvy line at the right side of the picture also indicates a
kind of slow vibrato.

VISUAL COMMUNICATION PROCESS

The visual communication process describes how
graphical elements (e.g. staff and notes on paper or
motion graphics on the screen) are understood by the
receiver (e.g. a violin player). Understanding the visual
communication process of animated notation is crucial

for understanding animated notation itself. Many
problems derive of misconceptions and wrong
expectations about how information, like playing

instructions, are communicated in animated notation. An
example : as mentioned in paragraph 2, avant-garde
composers lost interest in graphic notation as they could
not establish a new normative graphic canon. This loss in
interest had several reasons that can’t be discussed in
detail here. However, one important point was exactly
this misconception of the visual communication process.
Avant-garde composers regarded graphic notation as the
successor of regular staff notation [5]. Therefore they
assumed that it would work the same way. However there
is a disparity in the communication process of western
staff notation and animated notation. Animated notation
consists of abstract graphics or objects in motion. Usually
it is a video or in other words moving pictures. According
to visual communication theory, the logic of an image (or
a video) is different from the logic of a text. It is not
bound to a certain framework or rules. Therefore we
cannot read and understand a picture in the same way as
we would read and understand a text [13]. Pictures cannot
be read. They can only be analyzed and interpreted. The
more unspecific, unclear or abstract the image, the more
sketchy and difficult the interpretation. In this context,
there is no right or wrong interpretation as long as it is
coherent and comprehensive. Surely scores in staff
notation need also a certain level of interpretation. Still
staff notation can be read. Similar to a text using words,
one has to learn signs, modes and rules of staff notation
first, to be able to read and execute them. Therefore the
visual communication process of animated notation and
the visual communication process of staff notation work
entirely different. In consequence, avant-garde composers
were disappointed of the potential of graphic notation
regarding the "storage™ of a musical idea, because a score
could be interpreted in so many different ways. Their
desire to establish a new normative canon had to remain
unfulfilled.

36

German communication theorist Heinz Kroehl,
discusses sign systems and visual communication in
connection to semiotics and the theories of Charles
Sanders Peirce [14]. According to Kroehl there are three
major communication systems: Art, everyday life and
science [11]. The everyday life system refers to real
objects that surround us. It is not applicable when
discussing music notation. Things have a name and we
can assume that we are understood by others if we use the
right name for the right object. When I say “bread”,
everybody, capable of English language, will know what
I mean. In the scientific system, signs refer to definitions
and rules. Staff notation consists of a system of specific
rules, syntax and modes that need to be learned and
understood to be able to apply them for musical
performance. In other words, there is a (pre-)defined
connection between sign and sonic result. This
connection was shaped through the centuries, from
neumes in the early middle-ages to western staff notation,
that we know and use today. Someone able to read staff
notation knows exactly which key to press on a piano
keyboard when reading a specific note in a score e.g. a
C4. Another musician reading the very same score will
therefore press exactly the very same key on the piano
keyboard when reading C4. To interpret this C4 as a
completely different pitch and therefore pressing any key
apart the C4 would be regarded as wrong. Therefore the
transfer of knowledge, the visual communication process
in staff notation can be called scientific according to
Kroehls distinction [11]. Animated notation works
entirely different. The interpretation of one graphic could
sound different every time it is performed. Opposite to
staff notation, animated notation operates in the artistic
system [11]. The artistic system conveys possibilities. It
is not possible that two people, in our case musicians,
interpret or understand a graphic in exactly the same way
and thus play identically. An animated notation is an
invitation for composers and performers to start their own
so called mapping process. They need to connect or map
visual attributes with sonic attributes. In staff notation the
mapping by composer and performer are basically
congruent. In animated notation the mapping process is
done individually, first by the composer and then by the
performer.

It is important to understand the peculiarities of
animated notation in the visual communication process to
be able to comprehend its advantages and disadvantages
as a tool for composition. Animated scores are intuitively
applicable. Any musical parameter, like pitch, dynamics
or even timbre and any other playing instruction can be
conveyed. Animated notations can be simple and utilized
by children and musically untrained people. On the other
hand, animated scores can be quite sophisticated and
require experienced and skilled musicians. The



advantages of animated notations are at the same time the
reasons for its drawbacks. This type of notation cannot
store music in the way staff notation does. It is not
possible to communicate distinct pitches, harmonics or
rhythm in a way that they can be repeated in a similar
manner in each performance. Still animated notation is
music notation. It does not lead to a random performance
or purely free improvisation. The composer defines the
limits. Animated notation is simply a different approach
to music composition and interpretation.

1 Design, Mapping and Guidelines

The design of the score is of course a crucial part that
requires some knowledge in graphic design and motion
graphics in order to be able to compose and not ,,to be
composed” by a software. In other words, it is possible
that a lack of experience and limitations of a certain
software have a significant impact on the design process
of a score. This influence should be strictly avoided.
However, the major difficulty in animated notation is the
connection or mapping of visual and musical parameters
[7]. Most musicians are used to western staff notation.
For them it is clear how notes should be interpreted. But
how does a red square sound compared to a green
triangle? As described before, there cannot be a clear
answer to that as animated notation communicates
artistically. As mentioned already, animated notation
needs to be interpreted and this interpretation might vary.
This leads us to the mapping process. Clef, key, lines,
bars and notes indicate precisely what (e.g. pitch) to play.
In staff notation the major mapping process has been
done already as it relies on a set of specific universally
accepted rules. In graphic and animated notation meaning
needs to be created individually by interpreting graphics.
The mapping processes, describes the creation of
meaning by connecting graphics and graphical attributes
with sounds and sonic attributes. This process is divided
in two separate steps. First step is the mapping done by
the composer (c-mapping). The composer tries to create a
score, which allows comprehensible connections between
graphics and sounds or graphics and actions.
Comprehensibility is the key. It is advisable to build up
on previous knowledge and commonly accepted
relationships. For instance western color coding, the
Cartesian coordinate system with pitch on the y-axes and
time on the x-axes, connecting the size of graphics with
musical dynamics or utilizing the inherent motion of
graphics on the screen for displaying a phrase or motive.
Second step is the more delicate mapping done by the
performer (p-mapping). Now, the performer interprets the
score and tries to find connections between the visuals
and playing music. P-mapping might vary significantly
from c-mapping. However, the more precise, distinct and
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comprehendible the c-mapping, the more definite the
score and the less interpretation work (and improvisation)
by performers is required. The p-mapping can be also
supported using additional guidelines. In those guidelines
the composer talks about the work itself, clarifies how to
read the score, explains the meaning of certain graphics
or offers other means to facilitate the interpretation and
mapping process for the performer. For instance one
major distinction that can be made by composers and that
contemporary notation struggles with for quite some time
(however in a slightly different context [17]) is the
distinction of graphics in either tonal or actional types.
Tonal means the graphics convey sound characteristics.
They refer directly to the sound and its acoustic
parameters. Actional concerns the means of playing or
execution. Actional graphics do not convey what to play
or how it should sound but what to do or foremost when
to play. Another possibility is to map instruments to a
certain color. Like the design of the score, the use of
additional guidelines or other explanations is of course
completely up to the composer.

2 Two Examples

Figure 4. Screenshot of a scrolling score SYN-Phon by Candas Sigman
featuring a red playhead [25]

SYN-Phon by Candas Sisman [25] (see fig.4). On
Sisman’s website you will find a video of the score with a
recording of a performance. There one can hear one
possible interpretation of the score. SYN-Phon is a
scrolling score, featuring a red play-head. The
instrumentation is trumpet, cello and electronics/objects.
Sisman himself calls it a graphical notation. White
graphics on a black background scroll from right to left
indicating when to play and what to play. These graphics
are tonal and actional graphics at the same time. The X-
axes is clearly indicating time, while Y-axes is indicating
a relative pitch. There is no clear indication within the
graphics that refers to a specific instrument. Therefore it
is up to the performers to decide who plays certain
graphics or parts of the score. The image in figure 4
shows the very beginning of the piece. The big white ball
that just passed the play-head, was interpreted as a



presumably electronic, gong-like sound while the smaller
dots that follow are short strokes by the cello that become
a continues tone changing pitch according to the curves
of the line. Later the score displays several different types
of objects at the same time. They are interpreted by
different instruments. When watching the video on
Sisman’s website one can state that the score generally
works very accurately regarding the structure of events
over time. The mapping of visuals and music also works
out well. Most graphics find a comprehensive acoustic
equivalent. What can be a little distracting sometimes is
the inconsistency of the mapping. For example, some
uniquely defined graphics (dots connected with thin lines)
are played by the trumpet and the live electronics. The
cello repeats similar playing techniques and sounds
although the graphics look quite versatile. Furthermore
performers do not interpret graphics consistently. The
snake like line on the very right in figure 4 is played by
the cello as a tone, slowly rising and falling in pitch.
Visually, the interval modulates around a kind of center
frequency and should be larger in the beginning of the
snake. While at the end the interval should be smaller. In
the performance, the cellist plays the interval modulating
around a rising center frequency, which does not
correspond properly to the visuals. It could be discussed
whether this is a misinterpretation of the score by the
performer, or whether it is unprohibited by the composer
to interpret the score more freely, though.

Study No. 31 for 7 triangles and electronics by Ryan
Ross Smith [26]. This piece belongs to the
permutation/coherent type and comes with few
explanatory guidelines by the composer. There are seven
imaginary circles with cursors that indicate which part to
play. One cursor/circle for each triangle player. Each
circle features four attack/mute event nodes connected by
an arc. The graphics are actional as they indicate when to
hit a triangle and how long it should ring. The nodes and
the arcs change over time. A standalone Max/MSP patch
is triggered by the score. It records the triangle sounds,
manipulates them and plays them back automatically.
Hence, there is no need to indicate the live electronics in
the score. The animated notation hardly requires any
interpretational work by the performers. The way the
score is designed indicates directly that the piece is about
structure or patterns respectively. The patterns change
over time while the overall form of the piece remains the
same. The score is very intuitive. With very few
explanations even musicians with limited skills are able
to perform the work in a satisfactory way. Since the score
is instructive, the graphics are actional and not much
improvisation is demanded, the score constitutes a kind
of minimal music approach that unfolds vividly how
simple and precise animated notation can work.
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Figure 5. Screenshot of a performance documentation video featuring
the score of Study No.31 by Ryan Ross Smith [26]

CONCLUSIONS

Animated notation is an alternative approach to
contemporary music composition and performance. Its
intuitive applicability and the possibility to notate any
kind of sound source or non-musical instruments are the
major advantages of this kind of music notation.
However, the visual communication process, meaning the
transfer of a musical idea in general and of playing
instructions in particular, is significantly different from
regular staff notation. Animated scores cannot be read,
they can only be interpreted. And this interpretation
might vary significantly. Composers have to understand
these differences to be able to utilize the advantages of
animated notation. The future development of hardware
and software will surely influence the evolution of
animated notation and the possibilities to interconnect it
to other techniques. As a creative tool, it has by no means
reached its limit, yet. There is still a lot to research and to
explore in the field of animated notation.

REFERENCES

[1] S. H.Behnen. ,The Construction of Motion
Graphics Scores and Seven Motion Graphics
Scores* doctoral dissertation, University of
California, 2008.X. Someone and Y. Someone, The
Title of the Book. Springer-Verlag, 2004.

M. Betancourt, The History of Motion Graphics -
From Avant-Garde to Industry in the United States.
Rockville : Wildside Press, 2013

J. Cage, Notations. New York: Something Else
Press, 1969.

N. Collins, The Cambridge Companion to Electronic
Music. Cambridge MA : University Press, 2007.

D. Daniels, S.Naumann, See this Sound -
Audiovisuology Compendium. Cologne : Walther
Koenig, 2009.

C. Dimpker, Extended Notation - The depiction of
the unconventional. Zirich : LIT Verlag, 2013.

(2]

(3]

(4]

(5]

(6]



[7] C. Fischer, “Motion Graphic Notation - a tool to
improve live electronic music practice”. Emille
Vol.11 - Journal of the Korean Electro-Acoustic
Music Society. 2013.

C. Gresser, “Earle Brown’s Creative Ambiguity and
Ideas of Co-Creatorship” in Selected Works.
Contemporary Music Review 26 (3), 2007, pp. 377-
394.

E. Karkoschka, Das Schriftbild der neuen Musik.

Celle: Hermann Moeck Verlag, 1966.

[10] H. Keazor, T. Wilbbena, Rewind Play Fastforward -
The Past, Present and Future of the Music Video.
Bielefeld: transcript Verlag, 2010

[11] H. Kroehl, Communication design 2000 - A
Handbook for All Who Are Concerned with
Communication, Advertising and Design. Basel:
Opinio Verlag AG, 1987.

[12] A. Logothetis, Klangbild und Bildklang. Vienna:
Lafite, 1999.

[13] M. Mdiller, Grundlagen
Kommunikation. UVK, 2003.

[14] C. S. Peirce, Phadnomen und Logik der Zeichen.

Frankfurt an Main: Suhrkamp Verlag, 1983.

[15] T. Sauer, Notations 21. London: Mark Batty, 2009.

[16] R. M. Schafer, The Composer in the Classroom.
Scarborough: Berandol Music Limited, 1965.

[17] C. Seeger, “Prescriptive and Descriptive Music-
Writing.” In The Music Quarterly Vol.44. Oxford:
University Press, 1958.

[18] K. Stockhausen, Nr.3 Elektronische Studien - Studie
I1. London: Universal Edition, 1956.

(8]

(9]

der visuellen

39

[19] E. Thomas, Darmstadter Beitrage zur neuen Musik -
Notation. Mainz: B. Schott, 1965.

[20] L. Vickery, “The Evolution of Notational
Innovations from Mobile Score to Screen Score”. In
Organized Sound 17(2). Cambridge MA: University
Press, 2012.

Online Resources

[21] Artlicker Blog. December 1952. Retreived from
https://artlicker.wordpress.com/tag
/earle-brown/ onJanuary 8, 2015.

[22] Dabbledoo Music. Activities — The Clock. Retreived
from
http://beta.dabbledoomusic.com/cloc
k/levell-section2.html on January 8,
2015.

[23] Umed University. Voices
Retrieved from

of Umed Project.
http://www.estet.umu.se/konstnarlig
forskning/ onJanuary 8, 2015.

[24] Palsson, Pall Ivan. Animated Notation. Retrieved
from
http://animatednotation.blogspot.co
m/ onJanuary 8, 2015.

[25] Sisman, SYN-Phon. Retrieved
http://www.csismn.com/SYN-Phon
January 8, 2015.

[26] Smith, Ryan Ross. Complete Studies. Retrieved from
http://ryanrosssmith.com/ on January 8,
2015.

from
on

Candas.



AN ATOMIC APPROACH TO ANIMATED MUSIC
NOTATION

Ryan Ross Smith
Rensselaer Polytechnic Institute
ryanrosssmith@gmail.com

ABSTRACT

Since the turn of the century, and in particular the last 15
years, * the discourse surrounding dynamic scoring
techniques and practices has increased dramatically,
while leading to an increasingly disparate terminological
melee. With an awareness of what implications may exist
in the premature analysis and theorization of an emerging
field of practice, the author argues that in order to further
develop the discourse surrounding dynamic scoring
techniques and practices, it may be useful to take a
reductionist approach toward defining the various low-
level elements of dynamic scoring, in the case of this
paper those elements that feature prominently in
Animated Music Notation [AMN]. By targeting a set of
low-level elements, and isolating the actualized indicators
of contact and intersection as the primary functional
components of AMN, the author will propose a working
definition of AMN supported by examples drawn
primarily from the author’s work,? and the descriptive
language generally employed during the author’s
compositional, rehearsal and performance experiences.
To this end, this definition is not intended to entirely
satisfy the broad range of dynamic scoring techniques
that implement AMN, but to highlight prevalent
methodologies, point toward the extension of existing
taxonomies, and distinguish AMN as a notational
methodology contained by the more general entity of the

Copyright: © 2015 Ryan Ross Smith. This is an open-access article
dis- tributed under the terms of the Creative
Attribution 3.0 Unported, which permits
unrestricted use, distribution, and reproduction in any medium,
provided the original author and source are credited.
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License

! Due in large part to Contemporary Music Review, Vol. 29, No. 1,
Organized Sound, Vol. 19, Special Issue 03, Leonardo Music Journal,
Vol. 21, and animatednotation.blogspot.com. It is also
important to note that dynamic scoring practices can be traced back well
into the 20™ century, but given the scope of this paper cannot be covered
in detail.

2 The author here acknowledges the potential downside of an
analysis that focuses largely on the author’s work, but contends that the
concepts put forth are, while contextually-limited, available for
expansion and generalization.
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dynamic score, a methodology meant to clarify two basic
compositional parameters: what to do and when to do it.

INTRODUCTION

In Preface: Virtual Scores and Real-Time Playing, Arthur
Clay and Jason Freeman define real-time notation as “any
notation, either traditional or graphic, which is created or
transformed during an actual musical performance,” and
qualify this term by noting that within this particular
issue of “Contemporary Music Review” alone “dynamic
music notation, live scoring, virtual scoring, and reactive
notation” are used by authors in describing their work,
and are more or less particular to their specific
approaches [1]. For the sake of this paper, | will use the
term dynamic score to describe real-time scores with a
collection of symbols that feature visual dynamism
beyond performer interaction, this dynamism actualized
as perceptible movement. At the risk of being overly
pedantic, by ‘beyond performer interaction’ I mean to
distinguish the difference between a score that
generatively displays or activates notation in real-time as
the result of some process autonomous from the
performers, as opposed to the physical gesture of turning
pages on a music stand, for instance, or the automated or
hands-free turning of digital pages.

| also mean to distinguish between scores rendered
for performance a priori by the performer through some
process provided by the composer. John Cage’s
Variations 1l, for instance, requires the performer to
create a unique version of the score before performance,
and while this process is dynamic, in that the work
Variations Il is a set of constrained possibilities with no
fixed state, its actualization as the score is ultimately
fixed. Similarly, scores that are performer-determinant in
real-time at the formal level (or, beyond conventional
notions of interpretation) must still be considered from
the score object itself as a fixed entity. Earle Brown’s
December 1952 and Karlheinz  Stockhausen’s
Klavierstucke Xl (as graphically and conventionally
notated examples respectively) are often cited in this
regard. The score is a fixed entity, its dynamism or



mobility largely conceptual, not perceptibly actualized
[2].

Within these constraints, certain dynamic scoring
practices present problematic actualization models. The
scroll scores of Andy Ingamells feature long strips of
paper, populated by small, multicolored circles that
represent sonic events. In performance, the unrolled scroll
is physically pulled, or scrolled, past the ensemble by two
assistants. While the element of human interaction is
clearly present, the assistants are not performers per se,
but simply provide the mechanics necessary toward
Ingamells’ dynamic requirements autonomous of the
performers, the theatricality of it all notwithstanding.

Similarly, works that involve real-time human-
computer interaction to influence the score, including
Harris Wulfson’s LiveScore, in which the audience,
through their interaction “becomes a part of the
performance,” but “never exactly cross over into the
‘proper’ domain inhabited by the ensemble performers”
[3], or Nick Didkovsky’s Zero Waste, in which the
pianist in tandem with the score application creates “the
composition through the act of performance” clearly
displays actualized notational dynamism in real-time [4].
The performers do not lead in the conventional sense, but
are led through the score by an actualized dynamic
process, interactive or otherwise. Returning to
Stockhausen, Klavierstucke X1 (or any conventional score
for that matter) may be considered dynamic in terms of
its mobility [2], but the cursor, represented here by the
performer’s eye, is virtual, not actual, or actualized.
Simply put, agency lies primarily with the performer to
activate or dynamize the conventional score, whereas the
dynamic score has agency over the performer; movement
is perceptible, not of the eye, but to the eye. While further
discussion of the various distinctions between methods of
real-time scoring practices may be warranted, it is beyond
the scope of this paper. However, within the dynamic
score exist the potential for a variety of dynamic
representations. AMN will be considered as a form of
real-time notation in which the actualization of contact
and intersection, which provide perceptible indications as
to the specific temporal location of sonic events, are its
primary distinguishing feature.

BASIC ELEMENTS OF ANIMATED MUSIC
NOTATION

“A graphical method is successful only if the decoding is
effective. No matter how clever and how technologically
impressive the encoding, it fails if the decoding process
fails." — Cleveland and McGill [5]

Introduction

Several high-level analyses and aesthetic reflections
regarding the ontology of dynamic scores have provided
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foundational terminologies with which to describe the
global functionalities of dynamic scoring techniques,
including of course those represented by the wide variety
of notational practices ®*. Lindsay Vickery has most
recently extended existing score distinctions to include
the Rhizomatic, 3D, and Animated scores respectively,
distinctions based in part on their high-level functionality
and visual design. What is of primary interest in
Vickery’s current project is the investigation into the
perceptible qualities of the dynamic score, including an
in-depth account of sight-reading studies, contingent on
the “natural constraints based on the limitations of human
visual processing,” and the impact these constraints may
have on communicative clarity, symbolic and functional
design [6]. Similarly, David Kim-Boyle has recently
investigated issues regarding the impact notational design
may have on the relationship between score functionality
and audience perception. [7]. These observations begin to
enhance the distinction between not only high-level
dynamic  scoring  approaches, and  low-level
functionalities that lead to their actualization, but suggest
that analytics regarding the functional and perceptible
effectiveness can be assessed at the symbolic and micro-
functional level. To this end, an in-depth, low-level
account of AMN specifically is largely absent, its
admittedly pedantic particulars assumed, rendering the
term AMN itself unfortunately colloquial.” I believe that
to suggest particular delineations and definitions will lead
toward a more rich discourse regarding AMN
specifically, and distinguish AMN as a distinct
methodology within the broad category of dynamic
scoring, while also, through a deliberate focus on the
author’s own creative practice, suggest that these
distinctions may be limited to particular compositional
practices. To this end, a reductionist, atomic approach
will be used to unpack and define the low-level elements
of AMN. This reductionist analysis will not focus on
musical content or concept, but target the nuts and bolts,
so to speak, including prevalent symbologies and their
respective dynamisms, symbol design and interaction,
and an examination of actualized indication, including
contact and intersection. As a global mapping of AMN
practices is beyond the scope of this paper, those

3 Scholarly contributions can be largely attributed to the work of Cat
Hope, Lindsay Vickery, David Kim-Boyle, Jason Freeman, Pedro
Rebelo and Gerhard E. Winkler, among many others, while their artistic
contributions, and those within the field of dynamic scoring in general
[Pall Ivan Palsson’s animatednotation.blogspot.com and the authors
animatednotation.com provide numerous examples] continue to make
significant contributions.

It has my admittedly contrary intention with
animatednotation.com, following the model of
animatednotation.blogspot.com, to be inclusive regarding
the diversity of dynamic scoring practices, regardless of those low-level
symbolic and functional requirements | will put forth here.

been



notational approaches that most clearly represent a clearly
defined symbology, perceptible functionality, and
actualized indication will be prioritized.

The symbolic elements of AMN, with which dynamic
functionalities are actualized, can often be reduced to four
increasingly complex entities: geometric primitives

[primitives], semantically and visually integrated
primitives [compound primitives], structures, and
aggregates.
Primitives

A primitive is an irreducible static or dynamic symbol.> A
primitive is irreducible when no aspect of its design can
be removed without limiting its intended communicative
potential. Channeling Goodman to some degree, Vickery
writes “One important factor contributing to the efficacy
of notation is semantic soundness — the degree to which
the graphical representation makes inherent sense to the
reader, rather than necessitates learning and
memorization of new symbols.” [6]. To this end, a
primitive, which may be of any shape or size, is often cast
as small geometric primitives [circles, squares,
rectangles, lines (straight and curved)], favoring
extensible clarity over  verbose ambiguity. [7] As
Gerhard E. Winkler notes, “the different parts of the score
to be reduced to a number of elements, which can be
learned and ‘trained’ in advance, and which can be seized
with ‘one glance’ immediately during a performance.” [§]

A stationary, or static primitive is referred to as a
node, while a stationary or static line is referred to as an
attack line or play head. A non-line dynamic primitive is
referred to as a cursor or attack cursor, while a dynamic
line is often referred to as a dynamic attack line or a
swiping play head (see Figure 1) [9]. Screen boundaries,
the physical (or projected) limitations of the score may or
may not be treated symbolically, but are necessarily
static.® Representative images [frogs, spaceships, etc.] are
less common, and often serve higher-level purposes, as a
visual representation of a particular action to be
performed or instrument to be activated, as opposed to
the more robust, contextually-variable symbol.’

S The focus here is on those symbols abstracted from, or

distinct from conventional symbologies, but this should not presuppose
their exclusion in practice.

6 This refers to the physical limitations of the score, not
boundaries that may result from letterboxing, for instance, which may
be treated dynamically.

! In The Limitations of Representing Sound and Notation on
Screen, Lindsay Vickery develops this through a continuum ranging
from the spectrogram [detailed image] to the text score [distilled
image]. References to frogs and spaceships is in regards to the
particularly interesting experiments in notational design by the
S.L.A.T.U.R. collective in Reykjavik, Iceland.
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attack lines

Figure 1. y = f(x) (2012) by brainn Hjalmarsson [detail] Example of
sonic events represented as static circular nodes, their temporality
denoted by the crossing of the dynamic attack lines/swiping play heads.

Two or more primitives can be seamlessly combined
in such a way that a secondary primitive enhances or
embellishes the primary, creating a compound primitive.
For instance, a vertical line intersecting a circular
primitive in order to clarify the moment of intersection
with a static attack line.

The visual qualities of a primitive, including size and
color, can also be modified to denote changes to the sonic
qualities of the corresponding sonic event, insofar as it
can still be ‘decoded’ by the performer [5]. Changes of
this type are, from the visual perspective, necessarily
linked to the ontology of the irreducible primitive, and so
would not be considered compound (see Figure 2).

Cases where information regarding the qualities of a
particular sonic event as prescribed by a primitive appear
in conjunction with the primitive, but not visually
embedded within it, can still be considered a compound
primitive, so long as it clearly references a single instance
of a primitive (see Figure 3), as opposed to a modifier,
which applies to two or more primitives, and is thus not
integrated.

Regions describe a subset of both static nodes and
dynamic attack cursors, and are represented by a large
primitive, often functionally integrated by intersecting a
line (see Figure 5), or its intersection by a line (see Figure
6). Regions generally represent an event that is sustained,
and/or modified over time. In K. Michael Fox’s Accretion
(2014), the ADSR curve is cast as a notational region,
representing relative dynamics in its relation to the static
attack line and vertical boundaries (see Figure 4).



Figure 2. Study no. 10 (2012) by Ryan Ross Smith [detail] Dynamics
are embedded within each primitive, represented by relative size.
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Figure 4. Accretion by K. Michael Fox (2014).
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Figure 3. Spam (2009) by Luciano Azzigotti [detail] Dynamic markings
follow the same speed and trajectory as the symbol they are applied to.

Figure 5. Cruel and Usual (2011) by Cat Hope.

Figure 6. Spooky Circle (2012) by Jesper Pedersen.



Structures

A structure refers to two or more primitives in some
interrelated relationship. This may be represented by an
object, for example a line connecting two circular
primitives (see Figure 7 [left]), or created through some
dynamic relationship between symbols (see Figure 7
[right]). A structure may contain one or more primitives
that are not functionally symbolic, but clarify
functionality and “semantic soundness.” [6] Many of the
author’s radial scores incorporate a rotating line that
connects a rotating attack cursor to a central static node.
This line has negligible value regarding its notational
functionality, but clarifies moments of contact and
intersection (see Figure 8). At the lowest level, a single
structure may contain the elements necessary to produce
an actualized indication of contact or intersection, an
AMN capable of determining the temporal location and
quality of a sonic event. To this end, an instantiation of
AMN will contain at least one structure, which will in
turn contain two or more primitives, at least one of which
will exhibit dynamic qualities (see Figure 7 [right]).

circle primitive

circle primitive

dynamic
relationship

structur
line primitive structure ructure

circle primitive circle primitive

Figure 7. [left] Two circular primitives in a static relationship with one
another form a structure. [right] Two circular primitives in a dynamic
relationship with one another form a structure.
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Figure 8. Study 40.1 [Pulseighteen] (2014) by Ryan Ross Smith [detail]
Each of the 18 outer nodes is activated by the intersection by the three
attack cursors. The functional structure includes the rotating attack
cursors and nodes. The line connecting the attack cursor to the center is
a non-essential aspect of the structure, but may improve legibility and
clarify functionality.
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Aggregates

An aggregate is the collection of primitives, structures,
and their respective dynamisms that corresponds to a
single player. Aggregates may be visually displaced or
integrated, and may be functionally autonomous (see
Figure 9) or dependent regarding its relation to other
aggregates (see Figure 10). Aggregates range in
complexity from a single, simple structure (see Figure 9)
to a set of integrated structures, each comprised of several
primitives (see Figure 11 & 12).

Figure 9. Study no. 8 [15 Percussionists] (2012) by Ryan Ross Smith
[detail]. Visually displaced, functionally autonomous.

Figure 10. Study 40.1 [Pulseighteen] (2014) by Ryan Ross Smith.
Visually displaced, functionally dependent.



It is important to note that autonomous aggregates that
appear to be visually integrated with other aggregates
does not necessarily imply any functional integration,
dependence or influence (see Figure 9).

Figure 11. Study no. 31 (2013) by Ryan Ross Smith. Each aggregate
(including one of the seven concentric circles, four dynamic ‘barbells,’
and single rotating attack cursor) is functionally autonomous, but
visually integrated, in that each aggregate seems to encapsulate smaller
aggregates.
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Figure 12. Study no. 40.3 [pulseven] (2014) by Ryan Ross Smith
[detail] Each numbered aggregate (numbers corresponding to players) is
dependent on the central aggregate for particular functionalities
throughout the piece. The central aggregate is a collective aggregate, in
that it is accessible by more than one player.

Furthermore, the distinction between autonomous and
dependent aggregates is necessarily independent from
any global functionality imposed by the score generator,
as all elements of the score are necessarily dependent on
the score generator for their actualization.
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Traversal Duration

Traversal duration refers to the time it takes for an attack
cursor to move from its starting point to the point of
contact or intersection. Traversal offset refers to the
distance a cursor, or line, travels over the course of the
traversal duration (see Figure 13). Cursor traversal must
be perceptible, or trackable, in order that the performer
can clearly gauge the arrival of an incoming cursor and
prepare for the moment of attack, and traversal duration
and cursor offset must be considered in conjunction
toward this end. Lindsay Vickery considers these issues
in depth, suggesting that “at scroll rates greater than 3 cm
per second the reader struggles to capture
information” [6]. A concatenation of nodes or cursors
may extend the potential ranges of both the traversal
duration and cursor offset, due in part to the regularity or
feel that concatenation may evoke (see Figure 8).
Furthermore, these particular limitations of legibility can
be exploited to create, as Winkler notes “’stress’ or even
‘frustration” for the players, a music and theatrical
disruption [8], and explore the extremities of such real-
time practices [10].
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Figure 13. Accretion (2014) by K. Michael Fox [detail] In this example,
traversal duration impacts not only onset, but the performer’s current
‘location” within a sustained or continuously-modified event,
represented here as a region.

ACTUALIZED INDICATION

Contact

“...the true nature of things may be said to lie not in things
themselves, but in the relationships which we construct, and
then perceive, between them.” — Terence Hawkes [11]



Actualized indication refers to a particular
methodology by which the temporal location of a sonic
event can visually represented with a high degree of
specificity. While the history of notation provides myriad
ways to locate a sonic event, this section will deal with
only those that best distinguish those functionalities
necessary to AMN: contact and intersection.

Contact is the “union or junction of surfaces” [12],
and ‘surfaces’ will here refer to the boundaries of any
object, visually defined by its own delineated boundaries
[13]. In Features and Objects in Visual Processing, Anne
Treisman writes “...boundaries are salient between
elements that differ in simple properties such as color,
brightness, and line orientation but not between elements
that differ in how their properties are combined or
arranged” [14]. In other words, in order for two objects,
or symbols as it were, to appear to come into contact with
one another, their respective visual representation must
be well defined, differentiated, and at least one must
demonstrate dynamic qualities.

The physical gestures of performers and conductors
alike most clearly represent the concept of contact as a
meaningful, perceptible action. The conductor’s baton
‘bouncing’ off a virtual or imaginary boundary elicits a
predetermined response based on score location and
intensity; The violinist’s quick breath and head snap cues
an upcoming unison entrance; the guitar player jumps off
the drum kit at the correct time in order to make contact
with the floor at the following downbeat. These physical
gestures of contact, their necessary ‘setup,” as (un)subtle
as they may be, within virtual and physical constraints,
more or less clearly convey a bundle of performance
instructions in reference to, but beyond any conventional
notion of notation; in other words, the speed at which the
violinist snaps her head back, and the amplitude of ‘sniff
volume’ may determine not only the moment of attack,
but relative dynamic, tempo, and other less quantifiable
parameters (smooth or jagged, heroic or melancholic,
etc.); A set of dynamic qualities represented by
perceptible movement.

The moment of contact as a notational indicator is not
new, nor dependent on digital media,® but does suggest a
method whereby these interactions can be actualized with
a high degree of temporal specificity, even in a generative
context, and effectively transfer temporal agency from
the performer to the score.

Contact in the context of AMN is represented by the
collision of two symbols, actualized as surface juncture.
Contact can occur between objects of any shape or size,

8 From Max Fleischer to Karaoke, player piano rolls to Guitar Hero,
contact and intersection have been the basis for a variety of media
applications of real-time notational approaches throughout the 20"
century.
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with at least one exhibiting dynamic qualities. The
moment at which contact occurs signifies that some sonic
event is to be performed by the player.

One of the most common methods of contact includes
a [dynamic] attack cursor making surface contact with a
[static] node or play head. In these cases, contact occurs
at the moment the cursor’s boundary collides with the
node or play head’s boundary, followed by the cursor
reversing its previous trajectory, appearing to bounce of
the node, moving away in some other trajectory or simply
disappearing. The cursor will not penetrate the node’s
boundary, and often follows a consistent trajectory (see
Figure 14).

contact point
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A

Figure 14. Contact: Dynamic attack cursor and static play head.

Intersection

Intersection, as an actualized indicator, consists of a
[dynamic] attack cursor intersecting a [static] node or
play head. This functionality requires the cursor to
penetrate the node or play head, the cursor often
continuing on in the same direction following intersection
(see Figure 15). Intersection is often utilized for sustained
or continuously modified events, and is regularly
represented by a region. For continuously modified
events, the alignment of the centroid is not applicable, but
the position of the attack point (line or node) within the
region. In Cat Hope’s Cruel and Usual (2011), sustained
tones are represented by regions in the form of straight
and curved lines, their position in relation to the fixed
attack line determining the relative degree to which the
current pitch is detuned (see Figure 5).

Related to this functionality is the aforementioned
dynamic attack line, or swiping play head, in which the
nodes are rendered static, the moment of attack
determined by the attack line intersecting the node,
although the general functionality is similar (see Figure
16) [5].
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Figure 15. Intersection: Dynamic attack cursor and static play head.

intersection point

N

Figure 16. Intersection: Dynamic attack line, or swiping play head, and
static node. Similar to the previous example, an event occurs at the
moment the line aligns with the node’s center.

Certain design schemes and functionalities may render
these distinctions negligible. For instance, a node and
cursor of relatively small size may make the exact
moment of contact or intersection difficult to perceive,
which often occurs with a concatenation of nodes or
cursors [6].

A less common but similarly effective actualized
indication includes the convergence by a dynamic cursor
on an encapsulated static node. This describes the
relationship between a dynamic cursor of similar shape to
a static node sharing the same center, beginning larger,
and diminishing in size until it makes contact with the
node. Contact occurs when the inner boundary of the
cursor reaches the outer boundary of the node (see
Figures 17, 18 & 19).

convergence point

Figure 17. Convergence: Dynamic attack cursor and static node.
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Figure 18. Study no.16 [NavavaN] (2013) by Ryan Ross Smith. Red
rectangles [attack cursor] converge on the black rectangles [static node]
to denote the moment of attack.

Figure 19. Study no.16 [NavavaN] (2013) by Ryan Ross Smith [detail].

CONCLUSION

AMN is a form of dynamic notation that utilizes
actualized contact and intersection between two or more
symbols to denote the temporal location of sonic events.
The purpose of this paper has been to propose a
distinction between the low level elements [primitives,
structures, aggregates, and actualized indication] that
distinguish AMN as a particular notational methodology,
and the dynamic score as a container which AMN and
other approaches are realized, largely framed its
utilization by the author to obtain temporal specificity.
The continued expansion of this reductive analysis may
lead to not only further this distinction, but to suggest a
terminological and functional foundation from which one
can clearly and consistently explain “how the system
works” [8], and present possibilities for tactical
subversion.
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ABSTRACT

This paper describes research, investigations, creative ex-
periments and performances undertaken by the author in
collaboration with practitioners in different creative and
performance domains. The research focuses on the trans-
lation of expression between these domains and its imple-
mentation using technology. This paper focuses primar-
ily on the role of notation in this process. The domains
involved include music (audio and notation), movement
(dance) and text (poetry). The data arising from perform-
ers’ movements are collected and investigated; consider-
ation is given to the use of image and graphics enabling
elementary algorithmically generated dance notation.

These implementations are taken to be a part of the cre-
ative process. This research is about creating and investi-
gating stimulating experiences where connections between
one domain and the other are perceivable and where this
connection itself provides an aesthetic experience. They
are not intended to be fixed and permanent (although may
remain so for the duration of a composition). The research
is about creating dynamic environments, not musical in-
struments or general purpose tools.

1. THREE STREAMS
1.1 Algorithmic generation of material

The practice-led research described here is the result of the
concatenation over time of a number of research strands,
the first of which is the algorithmic generation of material.
My primary interests involve music notation but through
collaborative work these have widened to include text-based
material - mainly poetry - as well as the consideration of
image and graphics-based work involving notations such
as dance (e.g. labanotation) and the more graphical com-
ponents of music notation.

Copyright: (©2015 Richard Hoadley. This is an open-access article dis-
tributed under the terms of the Creative Commons Attribution
Licence 3.0 Unported, which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided the original author and

source are credited.

49

It is important to note that this work does not currently
attempt to use artificial intelligence, only relatively simple
algorithms and physical data to generate music in ways that
one might compare to traditional composition techniques.

1.2 Physical computing

The use of physical computing - physical performance in
computing environments - forms a second research strand.
It is necessary for the implementation of embodied expres-
sion and translation between expressive domains as well as
other factors such as synchronisation in live performance
and within groups. It plays an essential role in domains
such as music and dance where physical effort is of signif-
icance.

1.3 Live notation

A third strand and the main focus of this paper is notation
(in this case music and text) and in particular with regard to
live environments. In part due to the growth of popularity
of middleware such as Open Sound Control (OSC) which
facilitate bespoke communications between hard and soft-
ware environments, and also because of technological and
in particular network-based innovations, there are increas-
ing technologies allowing live control over a variety of
notations. One of the most visible examples of these is
Google Docs, but software such as INSCORE [1] provides
a variety of specialised notational and graphic tools, de-
signed to be solely controllable using OSC (and therefore
over networks). Related software includes MaxScore [2],
the Bach Project [3] and Quintet.net [4]. While these pack-
ages each has their own advantages, they do not share IN-
SCORE ’s focus on control over and flexibility in graphical
presentation which is particularly important in the author’s
implementation of notation synthesis for live performance.

By concentrating on the presentation and interpretation of
notation, INSCORE encourages freer, more intuitive meth-
ods of composition using small, ‘local’ algorithms that to-
gether generate material such as that shown in Figure 1 -
material generated in response to dancers’ physical move-
ments. These phrases are not generally pre-composed (al-
though they could be - this is a choice made driven by aes-
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Figure 1. Dynamic notation from Semaphore, scene 1

thetic and practical considerations: the musicians are quite
happy to encounter the music in this way). INSCORE also
allows considerable control over the presentation of nota-
tion, an important feature for those composers who, like
the author, find the appearance of notation reflects its ex-
pressivity (while being mindful of notation devotee Cor-
nelius Cardew’s warning that ‘a musical notation that looks
beautiful is not a beautiful notation, because it is not a
function of a notation to look beautiful’ [5]).

1.3.1 Live text

Unsurprisingly, ‘liveness’ has different consequences in dif-
ferent domains. For those working in the domain of text the
ability of Google Docs to update material synchronously
for all users is literally a demonstration of the editing of
material as ‘performance’. Inevitably some creative artists
have used this platform as a way of interrogating particular
methods of creating, viewing and performing with text [6];
others have used features of Skype and Twitter in similar
ways [7].

Book publishing tends to emphasise the finished product
- the messy processes of writing and editing are obscured
by the impeccable published item. There have been a num-
ber of projects making use of electronic and networked re-
sources, including novel-writing as performance [8] and as
real-time performance [9], writing as performance art [10],
writing as a contest against time [11] and against other au-
thors on-line in the Penguin Books competition *We Tell
Stories’ [12].

Of course text can also be created and manipulated gen-
eratively rather than collaboratively. This is less preva-
lent in text-based media (although ‘off-line’ methods such
as Oulipo [13] are well known and understood). One of
the first practical references to the possibility of the algo-
rithmic generation of meaningful text was by Alan Tur-
ing [14]. In this famous test Turing replaces the question
“can machines think” with “are there imaginable digital
computers which would do well in the imitation game?”
(The imitation game is one possible implementation of the
Turing test.) While the test is for intelligence, in effect a
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major factor in communication is the requirement for the
proper parsing of grammar through algorithms.

This apparently simple idea has been highly influential
as well as controversial. In 2014 the press reported ‘the
first computer ever to pass the Turing Test’ [15] - a claim
quickly disputed [16]. Eugene Goostman [17] joins a long
list of attempts at the algorithmic generation of meaning,
stretching back through chatterbots such as ELIZA [18].

More recently there has been interest in the generation of
robotic or virtual algorithmic creatures, for instance exam-
ples of real-time animation Larry the Zombie [19], or Milo
from Kinect [20].

Through these examples and others it is clear that live ac-
tion requires a particular aesthetic - books, films, art and
music are all based on planning or improvisation. Live
action/live art tends to be based on forms of guided impro-
visation or semi-improvisation with forms that were not
previously available, so allowing hybrid creative structures
involving group and real-time coordination through gener-
ative notations.

1.3.2 Live notation in music

Music, drama and dance are temporal art forms having sig-
nificant improvisatory and/or interpretive components.

Over the last fifty years particular emphasis, even rever-
ence [21], has been placed on the ‘urtext’ - most obviously
in ‘classical’ musics where the score is, or has become, a
fundamental element. This contrasts with many popular
musics and jazz where the skilful variation or personal-
isation of an existing ‘standard’ is frequently considered
central (witness Bob Dylan’s own increasingly inventive
variations in his performances of Like a Rolling Stone). In
classical musics performers have been vilified for veering
too far away from the original instruction or a ‘classic’ in-
terpretation [22]. In forms where scores are less definitive -
Pop. jazz and other oral, aural and more improvised forms,
‘liveness’ is not in the form of notation, but in musical sig-
nals passing between musicians. (It may be significant that
so-called tribute bands - replicas of older pop acts - now
exist for whom authenticity is now a main criteria.) All of
these factors make the live generation of music notation a
particularly hybrid form. Classically-trained instrumental-
ists are readily able to create dynamic and exciting perfor-
mances from carefully constructed live notation - they are
used to creating performance in deplorably short spaces
of time from fearsome scores, after all. In this case, the
live notation should not be too difficult and proper thought
must be given to its format and presentation (how to judge
when to ’turn a page’ - whatever that means digitally - for
instance). The author’s experience is that under these con-
ditions musicians find performing from live scores exciting
and exhilarating [23].



In the technical operation of algorithmically structuring
notation it is of prime importance to achieve a satisfac-
tory balance between the maintenance of musical style and
the creation of notation straightforward and clear enough
to enable the musician to give an expressive performance
even when almost sight-reading. For this reason the author
has made the choice to stick primarily to common practice
notation. In addition, the notation has been kept as simple
as possible bearing in mind the modernist style of the mu-
sic. These choices have been made in order to facilitate the
skills of classically-trained performers who have, through
years of experience, a particular relationship with notation
and they are able to transform it into dynamic, expressive
performance.

Nonetheless, the live generative use of music notation has
been generally less visible. While software for music no-
tation has been developing for many years (Notator and
Finale in 1988, Sibelius publicly released in 1993), there
has been little apparent interest in methods of using nota-
tion both generatively and in live environments. More re-
cently, Lilypond (e.g. [24]) has been used extensively as a
platform for non-real-time generation of notation and sys-
tems such as PGWL [25] and Slippery Chicken [26] have
added very sophisticated notation facilities to computer-
aided-composition software. As mentioned in section 1.3
there are now a number of options available to composers
working in live music notation ( [2—4, 27]), although the
emphasis of both remains on computer-aided composition.

Prominent ‘historical’ examples of live notation in music
include Baird [24], Wulfson [28] and Kim-Boyle [29]. The
use of notation in these cases mainly consists the manipu-
lation of image files or the generation of large quantities of
material - for instance through the algorithmic coding of
Lilypond files [30]. However there are some more signifi-
cant uses of live generated scores [31,32]. Volume 29:1 of
Contemporary Music Review (2010) is given over entirely
to a review of live notation.

Unsurprisingly in a comparatively new field there are sig-
nificant issues yet to be dealt with in the practical imple-
mentation of live notation. These include bridging the tech-
nical and aesthetic divide between notation and signals [31],

general complications with synchronisation and timing, prac-

tical difficulties such as when to ‘page turn’, how to achieve
the correct balance between reading and improvisation as

well as inherent issues such as sight-reading and how difficult-

to-play notation can become before it requires practice. As
Lukas Foss commented on, ’the precise notation which re-
sults in imprecise performance” and that “’to learn to play
the disorderly in orderly fashion is to multiply rehearsal
time by one hundred” [33].

51

1.3.3 Live notation in dance and graphics

Prominent extant forms of dance/movement notation in-
clude Labanotation, or Kinetographie Laban by Rudolf
von Laban [34], Benesh Movement Notation (graphical rep-
resentation of human bodily movements), Eshkol-Wachman
Movement Notation (graphical representation of bodily move-
ments of other species in addition to humans, and indeed

any kind of movement (e.g. aircraft aerobatics)) as well as

others. These forms are primarily graphical reflecting their

main focus on movement rather than textual or symbolic

meaning.

While some forms of music notation have had a long and
varied history, dance notation has not been so prominent.
One of the reasons for this lies in the different functions
that exist for dance notation. It is usually considered as a
way of storing and passing on existing dances rather than
as a way of expressing oneself, making the adoption or
even exploration of dance or movement notation more dif-
ficult. It is rarely used in the communication of new dance
work, and in spite of Albrecht Knust’s suggestion that in
Labanotation “the symbols must speak directly to the eyes
of the reader so that he can perform the movements with-
out, or at least without too much, reflection” [35], there are
questions as to how easily and quickly it can be read and
digested. Text and music notations are generally so well
understood by performers that this is not a problem (al-
though it usually requires some time to ‘digest’ them (see
section 5)). Some musics have tests for sight-reading abil-
ity, implying that financial considerations are very likely to
reduce the capacity for detailed rehearsal!

A further difference is that dance notation is generally
considered such a specialised field that professional nota-
tors need to be employed, limiting its take-up in live work.

Finally, a problem specifically associated with the live
use of this notation is how it can be communicated to the
dancers. Most commonly this is via a data projector, but
this limits the dancer’s movements significantly.

Recent developments linking live notation and dance have
included a variety of instances of ‘hacking choreography’
and ‘live coding’ involving dance and other forms of em-
bodied expression. While predominantly extensions of the
physical computing methods mentioned above, the use of
live coding as a form of notation has been imaginatively
investigated by Alex McLean and Kate Sicchio in [36-38]
and demonstrated in 2013 [39].

While there are some practical problems with these sys-
tems - mainly around communicating the notation to the
dancer, McLean’s version of Texture, demonstrated in [39]
is both visually striking and expressive. It does however,
become increasingly complex as the dance progresses, mak-
ing interpretation a particularly vital part of the interaction.



While the present condition of dance notation can appear
to be quite frustrating, particularly in its lack of standardis-
ation, the field is open for further developments in notation
systems.

2. CROSS-DOMAIN EXPRESSION

These three research streams together allow for the practice-
led investigation of cross-domain expression. Cross-domain
ways of thinking are so natural to us that it is difficult
to imagine expression without them. Performed music is
itself a cross-domain activity utilising both physical and
mental dexterity. (Arguably the use of mixed metaphors
(such as my own use of the phrase ‘mental dexterity’ in the
previous sentence) is another example, as are metaphors
and analogies themselves.)

Writing about music often requires the use of metaphors
and particularly when we are seeking to analyse or describe
less embodied musical forms, such as acousmatic music,
we are even more reliant on other domains such as lan-
guage and image [40].

Most expressive domains themselves comprise of a num-
ber of linked sub-domains. A lot of music, for instance,
can be described as expression through pattern enabled by
physical effort. This research leans heavily on these inter-
dependencies, seeking to maximise expression and inter-
action through the exploitation of musicians’ learned per-
formance skills articulated through common practice nota-
tions.

3. SEMAPHORE

Semaphore is a collaborative music-dance-text piece com-
posed using research which seeks to translate between ex-
pressive domains using technology. An expressive domain
is a form of artistic expression such as music, dance or
text. Uniquely, information is taken from one domain and
translated into another in real-time so allowing simultane-
ous performance. The music, environment and program-
ming is by the author, choreography is by Jane Turner and
text is by the novelist and poet Phil Terry. The music is
performed live from code in the SuperCollider audio pro-
gramming environment [41,42], a combination of prepre-
pared functions and structures and including some methods
related to live coding.

3.1 A cross-domain sequence explained

Semaphore is composed of patterns of interactive cross-
domain scenes and sequences. The following is an exam-
ple of a single synchronous sequence:

A dancer’s physical movement triggers and modulates
the computer generation of a text phrase, which is dis-
played and performed. This performance is recorded and
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the recording is analysed spectrally. The results of the anal-
ysis then trigger and modulate a musical phrase presented
as music notation which is then played by an instrumen-
talist. A dancer responds to the performed phrase with a
physical gesture.

This set of actions might take place over a period from
a few milliseconds to one or two seconds, or over an even
more extended period of time. We find that the only sig-
nificant latency occurs as performers consciously respond
to newly displayed notations.

Alongside its creative potential, this research enables peo-
ple working in one domain to generate material in another.
These people might be expert performers in another do-
main or members of the public with no particular expertise.

There are many examples of movement-based interfaces
for music, but this work is unique in its facilitation of trans-
lations from one domain into the notation of another: mu-
sic, text, dance or graphics. The use of notation allows us
to preserve performance interpretation that many audience
members find so fundamental in live art.

Of course, the creative problem of how to create mean-
ingful expression from these technical procedures remains
as crucial as ever.

4. TECHNICAL PROCEDURES

In the following sections ways in which the parts of the
sequence described above were implemented technically
outlined in more detail.

4.1 A dancer’s physical gesture...

The ubiquitous Microsoft Kinect (Xbox 360 version) is
used to capture a dancer’s physical movements. The soft-
ware used for programming the audio environment, Super-
Collider, is also used to perform some rudimentary move-
ment detection. Gesture recognition is not central to this
research and the software does not seek to make precise
distinctions between different gestures but it is used to de-
tect the speed and range of the movements of certain body
parts. Effective though the Kinect is, the Loie Fuller Ap-
parition dress which is used in part of the performance (see
Figure 2) proved too concealing skeletally for the Kinect.
For the next rehearsal, we used a bespoke ultrasound sen-
sor device, the Gaggle [43] to gauge proximity and move-
ment.

4.2 ..triggers and modulates the computer generation
of a text phrase...

Figure 3 shows a screenshot from Semaphore showing the
results of a variety of text-based manipulations of the orig-
inal text displayed in INSCORE using its ability to parse
HTML text and formatting. The original text was prepared



Figure 2. Loie Fuller Apparition costume.
Frazer-Smith 2014.

Photo (© Chris

in collaboration with the team by the writer and poet Phil
Terry especially for this performance. One of the key ques-
tions was how to achieve an expressive balance between
sound and meaning in the text. Terry is well-versed in
Oulipo techniques [13] and was aware of many possible
technical textual procedures and their results - we wanted
something focused and related to the Semaphore concept.
Eventually, we decided on material that fell in between
sound and semantics, and which also enabled some algo-
rithmic manipulation. (Apparently by chance - or euphony
- the word ’semantic’ appears in the poem, linked sonically
to ’semaphore’.)

Semaphore or some are for just as elsewhere
some are against

Some fear to offer or seem to fear

Afar a fir so that through the undergrowth and
across the map

A flare or a car

Soars to see the same semantic dance
Oars soar with ease or seem to soar
The same flares through the firs

Seem to spore

Ears arms too as a sheer harm

Verse as shame same sheep

Sham spheres or spare harems reap hope
Marsh shears or fennel ash

When we discovered that the original poem was too short,
Terry expanded it, using a pantoum structure derived from
the Malay pantum verse form which repeats lines in a pat-
tern, effectively doubling the original length:

ABCD
BEDF
EGFH
G I/A/ICHJ/A/IC
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Figure 3. Semaphore, scene 3

This produces verses with a gentle, somewhat zen-like
quality, emphasising the rather surreal nature of the origi-
nal verse:

Some fear to offer or seem to fear
Soars to see the same semantic dance
A flare or a car

Oars soar with ease or seem to soar

Soars to see the same semantic dance
The same flares through the firs

Oars soar with ease or seem to soar
Seem to spore

Ears arms too as a sheer harm
The same flares through the firs
Seem to spore

Verse as shame same sheep

While the final part of Semaphore revolves around a pre-
written poem (see section 4.3), an introductory, more ab-
stract section (figure 3) originally involved direct interac-
tion between dancers and text. As an example we arranged
a passage where if the movements of one of the dancers
was faster/higher than a given threshold, a trigger is sent to
an algorithm which then chooses one from a group of se-
lected words from the poems (such as flashing, shear, roar,
billows, swelling, etc.).

Although the metaphors chosen here seem rather trite or
simplistic, the scenario proved expressive, successful and
full of potential.

4.3 ...the recording is analysed...

For the last part of Semaphore, we recorded Terry read-
ing the poem. As we needed to mix between dry and wet
audio streams we used a recording, although the use of a
live voice (at least in part) reading live generated text is a
important goal.

The software analyses the frequency and amplitude com-
ponents of the vocal. The base frequency generates a series
of sustained chords accompanying the voice gently in the
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Figure 4. Conversion process from data to audio and notation
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background. If the frequency pushes over a certain thresh-
old, a small melisma is triggered. Similarly, if an ampli-
tude threshold is broken, a sharper, more dissonant chord
is generated.

4.4 ...a musical phrase presented as notation...

At specific times during this episode - after about every
thirty seconds or so - a snapshot is taken of the voice’s fre-
quency. This frequency is used in the generation of the
notation of sustained notes for the clarinet and ‘cello (see
screenshot in Figure 5). These are arranged to create an
effect in imitation of the sound of the bell of a navigational
ocean buoy. In all these cases INSCORE is used to present
the notation. INSCORE is controlled through OSC mes-
sages, allowing a tight integration between the language
used for algorithmic control (in this case SCLang, but it
could be any other OSC compatible environment) and pro-
cesses synthesising the notations (see Figure 4).

4.5 ...performed by an instrumentalist and
interpreted by dancers

As these notes are performed instrumentally, they are in-
terpreted by the dancers as a port of the overall choreog-
raphy. In turn, these movements may contribute further to
the process of text and music notation generation. In fu-
ture, we plan to use this ‘audio feedback’ to modulate the
generation of dance notation (section 1.3.3).

5. LATENCY

The subject of latency frequently arises during discussions
concerning performance using these technologies. Latency
is defined as the time taken from the moment one event
happens - in this case, the movement of a dancer - to the
moment that the effect of that event is perceived - in this
case, the generation of the notation and its subsequent per-
formance [44]. The origin of the problem of latency in
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digital systems lies in the field of audio production and re-
production - it is the (inevitable) result of digital systems
where data must be read from memory to be converted
into sound. The larger quantity of data that can be read,
the more efficient and to that extent the faster the system,
but the higher the potential latency. Designers of digital
audio instruments must find a balance between these two
incompatible goals. There are, of course, examples of non-
digital or mechanical latency, the time that an organ pipe
(especially very large lower pitched ones) take to activate
following the mechanical pressing of the key in common
with many other larger acoustic instruments (double bas-
soon, baritone saxophone, etc.) for instance.

5.1 Causes of Latency in Semaphore

When using the Kinect, apart from the unit itself, once data
is transferred to SuperCollider there are a number of ad-
ditional factors that can cause latency. Most algorithmic
processes dealing with symbolic musical structures (such
as notation and musical pitch) will involve rather minimal
processing and so will not usually cause any delay. How-
ever, the production of the notation itself can have a signif-
icant effect.

Mirroring the description of digital latency above, syn-
chronisation with physical events requires a ’sampling’ of
those events in order to process them. Any system then has
to balance the accuracy of this sampling against other sys-
tem requirements. When including physical movements,
especially those created through skilled dancers, we usu-
ally wish to identify general gestures rather than small move-
ments - the upward rapid sweep of an arm, for instance. In
order to achieve this we need to average the incoming data
so smoothing out any sudden extraneous movements. (Of
course, in some circumstances this is not wanted, in which
cases the sampling windows must be kept small.)

These movements must then be mapped to musical ges-
tures in one way or another. The author has chosen to de-
velop these mappings [45-47] as an integral part of the
creative process. They may be very straightforward one-to-



one mappings [45,46] - for instance an upwardly moving
arm might produce an upwardly proceeding arpeggio or
scale - or it may be used as a form of gesture - a fast move-
ment may produce a fast moving string of notes (see notes
2-5 in Figure 1 above). Equally the mapping may include
some aspects of real-world behaviours and gestures [48].

In some cases it is not possible to conclude a musical
phrase without synchronous information, again meaning
that some form of latency is inevitable.

Finally, the involvement of humans and human percep-
tion and notation is itself probably the greatest cause of
latency. Rehearsals with live notation suggest that ideally
performers need a second or so from the moment that the
new notation is displayed to properly digest and respond to
it.

5.2 Effects of Latency

Stimulating creative results seem to arise from these de-
velopmental, even compositional choices, sometimes em-
phasising a direct, easily perceivable relationship between
movement and result, sometimes confounding expectations
with a melismatic flurry as if from nowhere.

One of the difficulties some have with high levels of la-
tency is that there is perceived to be a lack of control, even
a lack of feeling of cause and effect. This implies that our
main aim should be the creation of musical instruments in
the best traditions of the New Interfaces for Musical Ex-
pression conference [49]. However, the design of musical
instruments is not the main focus in this research. One aim
in Semaphore is to investigate whether expert expressive
movement can find a mapped reflection in another domain,
in this case music or text. Latency might be a feature of the
systems, but is not an issue for the team. If precisely timed
responses are required, solutions are easily available, such
as strict pre-planning of rhythm, movement and display or
even the simple playback of recordings.

6. AUDIENCE RESPONSE
6.1 Universities’ Week

Universities’ Week ' provided a particularly successful oc-
casion for about 60 members of the public of all ages to
interact with our system voluntarily. Although interactions
produced somewhat modernist music without clear melody
or rhythm and although it is likely that only a relatively few
of the participants understood music notation it was clear
that most enjoyed the experience immensely. Children in
particular seemed able to relax and expressed themselves

! Universities” Week 2014 provided research groups within UK univer-
sities to showcase their research to the public. We were invited to demon-
strate the work behind Semaphore during the event held at the Natural
History Museum in London in June 2014.
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Figure 6. Universities’ week interactions

Paper Size (mm) | Area (mm?)
A4 210x 297 | 62370
15” Screen 332x204 | 67728
foolscap 216 343 74088
‘common’ size | 241 x 318 | 76638
B4 250 x 353 | 88250
music part 260 x 365 | 94900

Table 1. Paper and screen sizes compared

enthusiastically and with none of the self-consciousness so
typical of their parents. A video recording of these interac-
tions is available - please contact the author for access (see
Figure 6 for an example screenshot).

6.2 Rehearsal and acquaintance with the system

Feedback on all aspects of the composition and the nota-
tion system was gathered from the participants throughout
the rehearsal process. This included two early rehearsals
during which the author worked with one student dancer to
properly ascertain basic functionality such as sensor ranges
and sensitivities. While the Kinect can be quite sensitive to
some movements it is also the case that its basic design is
to recognise simple bodily movements usually associated
with sports and gaming rather than the sometimes delicate
and gentle movements used in contemporary dance. These
factors were also linked to allowances made for latency
and reliability (see section 5). In Semaphore there are rel-
atively few requirements for absolute and precise temporal
coordination, although we are optimistic that more precise
synchronisation can be achieved as the systems develop.

Performers were encouraged to provide informal feed-
back throughout the rehearsal process and, as has happened
in the past, it was soon apparent that the main problems
emerged not from the generated music but rather how it
was displayed.

A quick comparison of paper sizes and areas (table 1)
shows that the screen area of a 15 MacBook Pro is quite
small - resolution is rather irrelevant as quite a large size



of notation is needed. Traditional music paper sizes are far
from standardised, but tend to be quite significantly larger.
The laptop’s screen also only allows for the viewing of one
‘page’ at a time and this small screen is in landscape mode
rather than portrait. All these factors mean that it is a very
different experience reading from a laptop’s screen rather
than from pieces of paper.

Another problem relating to screen size and presentation
is when ‘page turns’ should occur and in this new envi-
ronment exactly what a page turn is. In paper parts page
turns, particularly those parts where frequent or near con-
stant playing is demanded, are planned carefully, maximis-
ing the time available to turn the page at the most conve-
nient moment. This also means that when a musician turns
the page they can consciously ‘discard’ previous informa-
tion. Semaphore attempts a variety of experimental solu-
tions, none of which are optimal as yet.

At the moment it is clear that the use of live notation
requires compromise in how it is implemented and used.
For some composers these compromises may simply be
too radical to consider at present.

Jonathan Eacott [50] suggests that there is a requirement
in live notation for ‘a metronome or cursor to keep musi-
cians in sync’ and that there ‘must be a way of continu-
ally scrolling the music so that musicians can look ahead’
- these features would certainly be very useful. However,
they are not essential, depending on the nature of the ma-
terial presented. If the music appears note by note as it is
being created this has the advantage that it can give a fairly
clear indication of the ‘tempo’ at which it should be played,
and any further synchronisation can be achieved between
instrumentalists as usual: paper parts do have cursors or
metronomes.

Apart from these issues, all involved with Semaphore and
earlier pieces such as Calder’s Violin have been very posi-
tive about their experience with. Although some have dis-
played confusion and anxiety on first acquaintance, after
some rehearsal and after realising that they are not required
or expected to play every note with perfect accuracy, they
relax and even enjoy the experience [23].

7. CONCLUSIONS

All who have been involved in Semaphore have been grat-
ified by the response received from audiences and work-
shop visitors. The audience were offered the chance of
completing a general questionnaire; fourteen were com-
pleted. These were uniformly positive; a number also con-
tained free text comments. Below are included a selection
of these, included not in a spirit of self-congratulation, but
in order to demonstrate the connection felt between audi-
ence, the dancers’ physical movements and the resulting
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music, both audio and notation:

e “I really enjoyed the performance... it was interest-
ing to watch the dancers ’create’ the music.”

e “T came because of a fondness for dance but ... there
is so much to take in here that it was useful to have to
have two performances of the piece... Another cou-
ple of renditions would have permitted me to take
in fully the choreography, the score, the text and the
interaction of all the elements.”

e “Thanks, it was beautiful”
e “Very interesting, would attend another similar event”

e “Really engaging and interesting... [the] performance
was captivating”

e “It was great, and I wish more events had a dis-
cussion and then second performance format, that
worked well”

e “Brilliant!”

Those who took part during the Universities’ week also
clearly demonstrated that people find generating music in
this way very enjoyable and rewarding. There would also
appear to be a deep link between the domains of physical
movement and music. Semaphore shows that it is also pos-
sible to create and manipulate translations between music,
movement and text and that both performers and audience
find this expressive and stimulating. We very much hope
to continue to develop these systems to enable expression
and experimentation between domains. There are many
possibilities that we have not even yet begun to explore.
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THE DECIBEL SCOREPLAYER - ADIGITAL TOOL
FOR READING GRAPHIC NOTATION
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Edith Cowan University
c.hopelecu.edu.au

ABSTRACT

In 2009, the Decibel new music ensemble based in Perth,
Western Australia was formed with an associated
manifesto that stated “Decibel seek to dissolve any
division between sound art, installation and music by
focusing on the combination of acoustic and electronic
instruments” [1]. The journey provided by this focus led
to a range of investigations into different score types,
resulting in a re-writing of the groups statement to
“pioneering electronic score formats, incorporating
mobile score formats and networked coordination
performance environments” [2]. This paper outlines the
development of Decibel’s work with the ‘screen score’,
including the different stages of the ‘Decibel
ScorePlayer’, an application (App) for reading graphic
notation on the iPad. The paper proposes that the Decibel
ScorePlayer App provides a new, more accurate and
reliable way to coordinate performances of music where
harmony and pulse are not the primary elements
described by notation. It features a discussion of selected
compositions facilitated by the application, with a focus
on the significance of the application to the author’s own
compositional practices. The different stages in the
development, from prototype score player to the
establishment of a  commercialized  ‘Decibel
ScorePlayer’, are outlined in the context of practice led
investigations.

INTRODUCTION

The Decibel new music ensemble is made up of six
renowned exponents of new music in Perth, Western
Australia. Three of these performers are also composers,

Copyright: © 2015 Cat Hope and Lindsay Vickery. This is an open-
access article distributed under the terms of the Creative
Commons Attribution License 3.0 Unported, which
permits unrestricted use, distribution, and reproduction in any medium,

provided the oriainal author and source are credited.
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and one of the performers has a mathematical computer
programming background. The other two performers are
supportive of workshopping processes and a variety of
approaches to new music, including working with
electronics and improvisation. Decibel have sought to
support Australian, and specifically, Western Australia
new music practice, and have commissioned over eighty
Australian works since their inception. A large proportion
of these works are from composers within the group, but
many are from significant Australian composers,
electronic artists and songwriters. There is also an
international aspect in their repertoire, with the group
having presented monograph concerts of works by US
composers Alvin Lucier and John Cage, as well as works
by the late Italian composer Giacinto Scelsi and French
musique concrete artist Lionel Marchetti. All the Decibel
commissions feature acoustic and electronic components,
and the group perform these works without a standard
public amplification set up or live engineer. All
electronics are generated from the stage, and a collection
of powered monitor type speakers are used to present the
electronic components throughout, which may vary from
electronic playback to interactive and spatialised
electronics. The rationale for this approach is to enable
electronics to behave more like acoustic instruments, by
using directional monitor speakers on the stage, giving a
focus to the source of sound, and the way the sound is
controlled and manipulated created by an operator [3].
This approach has lent itself to music scores that use
graphic and extended notations, and included parts where
electronics are scored quite specifically, and often, read
on a computer. Decibel ensemble member Lindsay
Vickery calls these ‘screen scores” - music presented on
and read from a computer screen. He classifies these
scores into four types: real-time, scrolling, mobile and
traditional [4]. Decibel engages all of these types of score
in their repertoire, with a focus on real-time and scrolling
scores - but also developing new categories.

In 2009, the composers within the group, Cat Hope,



Lindsay Vickery and Stuart James, worked together to
develop a solution that would enable the presentation of
screen scores for Decibel to perform. The entire ensemble
has been involved in a process of creation and
interpretation of musical works in where new ideas and
techniques are conceptualised, tested, evaluated, revised
and disseminated in performances, recordings and
archiving [5]. Through this process, the group developed
a system for reading scrolling scores that was prototyped
in MaxMSP. With the assistance of programmer (and
Decibel viola player) Aaron Woyatt, these systems
evolved into an iOS App, the Decibel ScorePlayer for the
Apple iPad. It is now available on the iTunes Store
internationally.

Decibel are of course not the first to engage with
screen scores - previous work by Dannenberg [6], Clay
and Freeman [7], Kim-Boyle [8] and others have
examined the possibilities for real time score generation
on computers, and a variety of propriety score generators
for traditional notation are available, two examples being
INscore [9] and MaxScore [10]. However the use of
graphic notation - newly composed and extant - in screen
scores has been limited, and often tied to traditional
notation. The digital format offers a range of possibilities
to develop graphic notation practice - through the
incorporation of aspects such as colour, real time
generation, video and interactivity. Decibel’s score player
investigations have focused primarily on this area of
development, and in providing a ‘reading mechanism’ for
performance, rather than a score generation tool.

THE DEVELOPMENT OF A SCROLLING SCORE
PLAYER

The iTunes store describes the Decibel ScorePlayer as
software that “allows for network-synchronised scrolling
of proportional colour music scores on multiple iPads.
This is designed to facilitate the reading of scores
featuring predominantly graphic notation in rehearsal and
performance” [11]. It works best for music that needs to
be coordinated in a “timed” way, with proportional pitch
structures. It is particularly useful for music that is
pulseless, or requires pulse to be removed from the
reading mechanism. The Decibel ScorePlayer is very
good at presenting scores that in the past would have
required a clock to coordinate multiple performers.

The Decibel ScorePlayer began as a bespoke solution
to the problem of reading certain graphic scores,
specifically those by author Cat Hope, who is a composer
and ensemble director of Decibel. In 2008, before
Decibel had began, Hope’s Kingdom Come (2008) for
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laptop duet featured A graphic notation read from left to
right. The image was put in motion in a movie program,
and the performers read the score at the point just before
it passed off the screen. This was not particularly accurate
but provided an approximation of coordination that
facilitated the performance. The score had been created
on a computer, and did not exist in any real “physical”
dimension. In preparation for the first Decibel concert in
September 2009, Hope presented a score consisting of a
computer print out of ten landscape A4 pages stuck
together, a kind of coloured line graphic score for five
instruments - one of which was a turntable - again with
the problem of how to read the music in a coordinated
manner.

Figure 1. Cat Hope’s score In The Cut (2009).

This piece was In The Cut (2009) for violin, cello, bass
clarinet, bass guitar and turntable with sub woofer and is
shown in Figure 1. The piece does not treat harmony or
meter in any ‘traditional’ way, adopting graphic notation
as a way to better reflect a proportional approach to
music composition [12].

A solution to the problem of reading In the Cut was
provided through the creation of a MaxMSP patch, where
the digitally created score file (a JPEG or PNG) was read
by passing under a vertical line over a pre prescribed
period of time, in the case of In The Cut, seven and a half
minutes, as shown in Figure 2. A control panel was built
to adjust specifications for each performance, and was
shown on the same screen as the score.

10 15] 20 25 30 35 40 45 50 55
—
- —
k [ —
mp (o} 0.
—-———-________-
in the cut PP cresc mf decresc
read line png.
cat hope (2009)
e e _—
(arop ffecte) pp  cresc

Figure 2. Lindsay Vickery’s control panel for the score player built in
Max MSP.



This vertical line came to be known as the playhead,
referencing the tape head on tape players. Musicians
would play their part as it passed by the playhead,
providing an accurate way of coordinating the performers
together by reading the same part in the score at the same
time. The playhead was placed slightly in from the left
side of the score image, so that the performers could see
the material approaching the playhead in advance, but
also so a small amount of material already performed,
which would often assist in referencing the upcoming
material. The coloured parts provided easy identification
for the different performers, and the piece itself was
proportional in its representation of pitch across all the
instruments. The score presents each instruments part as a
long, slowly descending line, representing a very smooth
sound quality that uses glissandi to move between
different pitches. Simply, the score looks very much as it
sounds, and this is supported by a number of audio
spectrograms made of different performances, such as the
example provided in Figure 3.

Figure 3. Spectrogram of a performance of Cat Hope’s score In The Cut
(2009) [13].

Vickery built the MaxMSP patch in consultation with
Hope and ensemble. It usually required the performers to
have access to a full version of MaxMSP to run the
program, though it was later made workable on Max
Runtime. A number of works were written for this
software player prototype, some for other ensembles, and
some without electronics. One example is Hope’s
Kuklinski’s Dream (2010) for instrumental trio, carving
knives and electronics. Like In The Cut, the work is
characterised by a lack of pulse, proportional pitch
relationships, colour representations for different
instruments and unusual instruments (in particular,
carving knives bowed and amplified). A notated
electronic part was also featured, required programming
by the ensemble’s electronics operator prior to
performance. Another work by Hope, Wolf at Harp
(2011) for four drum Kits, used blocks of notation to
describe fields of activity on certain parts of percussion
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kits, in this case the bass drum, cymbals and toms. The
scrolling nature of these scores effectively communicate
the composer’s intention a kind of pulseless music
characterized by long sustained sounds. They also allow
careful ensemble interactions enabling an accurate
reading of the proportional nature of the score.

READING AND NETWORKING

The first Decibel scrolling scores were projected onto a
screen in the performance space, to facilitate musicians
reading the score in performance. Whilst providing a
straightforward solution to coordinating a performance,
the performers mostly had their backs to the audience,
hardly a desirable performance presentation format. The
score was also a very predominant feature in the space.
Many audience members would comment on the nature
of the score and follow it intently during the performance.
Whilst this brought a new audience to our concerts
seeking to ‘understand’ the practice of new music, it had
become more of a focus than the music itself. To
overcome this, Decibel member Stuart James added
networking capacity, so that multiple laptop computers
could be connected and coordinated over cabled Ethernet.
This meant that each performer had their own score
player coordinated with the others in the ensemble. The
patch was further developed by Vickery to fast-forward
to different parts of a score, and to slow the speed of the
piece for rehearsal purposes.

These developments made the software more workable
in rehearsal situations, and some fifteen works were
composed for this version of the player. The ensemble
also began adapting a range of other composer’s scores t0
be read by the ensemble using the patch, including Earl
Brown’s December 1952 for open instrumentation and
Giacinto Scelsi’s Aitsi (1974) for piano and electronics
among others. Works from Percy Grainger’s Free Music
project, namely his Free Music No. 1 (1936) for four
Theremins and Free Music No. 2 (1937) for six
Theremins were put into the player. The pages of
Grainger’s hand drawn score were joined together and
scanned into a single file, the different parts traced over
in different colours and a playhead designed to include
the list of pitches represented by the undulating lines that
are a feature of this composition, as shown in Figure 4
[14].
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Figure 4. Percy Grainger Free Music No. 1 (1931) adapted for the iPad
Decibel ScorePlayer. This image shows the playhead replaced by a
chromatic meter, and the scrub function along the bottom of the image,
with the time elapsed on the right.

Other screen scores were being developed within the
ensemble that included variations on the theme of
scrolling presentation. Vickery’s Ghosts of Departed
Quantities (2011) for bass flute, bass clarinet, cello,
keyboard and live electronics, for example, features
music notation that subtly appears and disappears to the
reader as it passes a playhead. Figure 5 shows the
presentation of two instrumental parts, bass flute and bass
clarinet. The musical information passes from left tor
right across the playhead.

bass flute

bass clarinet

Figure 5. Lindsay Vickery’s Ghosts of Departed Quantities (screen
shot) excerpt.
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In Ghosts of Departed Quantities, each performer has
unique score activity, unlike Hope’s scores, which
required a tightly coordinated presentation of fixed
materials. Vickery’s screen scores presented materials
that would arrive in a different order and quantity each
time the piece was performed. Scores such as In the Cut
provide performers with the possibility of choosing
different starting notes for each performance, but require
them to maintain the same pitch relationships each time.

The score player patch continued to be adjusted and
developed to incorporate a range of new behaviors,
including changes in the direction of the score. Hope’s
Liminum (2010) features a score that musical material
goes backwards and forwards, and the play head jumps to
different parts in the score at certain points. Again, each
player’s score is independent in this process, whilst being
coordinated to start and finish together. In Juanita
Neilsen (2012) these ‘jumps’ are coordinated to occur in
random places, but coordinated with all players. These
scores have been categorized as ‘Variable Scrolling
Scores’. In a collaborative work between Hope and
Vickery, Talking Board (2011), circles traverse a larger
than the screen image, serving as the guide for musicians
to read said image, as shown in Figure 6. The
movements of the circles provide information to an
electronics operator for generative, interactive and
spatialised electronic parts. Talking Board was a radical
departure from the scrolling score format used on the
score player up until that point, completely breaking
away from the linear, left to right presentation and
reading of the score. The circles have a series of different
behaviors, including swarming, following, getting larger
and smaller, appearing and disappearing [15]. It also
required the transmission of data generated by
movements on the score to another sound generating
computer, signaling the need for the score player to send
more than score data, leading to investigations around the
incorporation of Open Sound Control (OSC).
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Figure 6. Cat Hope and Lindsay Vickery, The Talking Board (2011),
screen shot of score excerpt. Here, two circles are visible - one at the top
of the score, the other to the left - each half off the screen.

EXTENDING THE PARADIGM

The score player project involved a number of other
developments for reading scores other than graphic
notations that are worth mentioning here. Automated
page turning and synchronised click tracks were adopted
and used in performances of pieces such as Thomas
Meadowcroft’s Pretty Lightweight (2001) and Lindsay
Vickery’s Night Fragments (2011). Mauricio Kagel‘s
Prima Vista (1967), is a piece designed to feature slides
shuffled and presented in a slide projector at random
order. This ‘score play’ technique too was automated in a
MaxMSP patch.

Decibel also performed other MaxMSP generated
screen scores written specifically for the ensemble. Sam
Dunscombe’s West Park (2010) provided a range of
changing score slides that would connect with the live
electronic processing. In David Kim Boyle’s Point
Studies No. 1 (2011), a beautiful spiraling colour video
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score produces sine tones as a result of the generative
activity in the patch producing the score [8]. Between
2010 and 2012, a number of pieces were written for the
scrolling score player by a range of composers, often
characterised by the inclusion of non traditional
instruments, that would otherwise be difficult to notate
using conventional notations.

From laptops to tablets

Despite moving to wireless networking in 2011, the
laptop presented a number of limitations for presentation
of the scores. Most performers laptops were used for
other purposes than score reading - leading to issues with
different operating systems, networking protocols and
personal settings. Despite the development of a network
utility developed in MaxMSP to monitor network
activity, the collection of IP address and constant
monitoring of who was on and off the network provided
ongoing problems. A European tour in late 2011 featuring
Decibel repertoire in the prototype score player provided
a turning point in the development of the score player. It
was decided to move the score player project to portable
tablet computers. Funding was secured in early 2012 to
purchase five iPads and to develop the score player on the
iOS platform.

Decibel members Aaron Wyatt, Malcolm Riddoch and
Stuart James set about developing what was to be called
the Decibel ScorePlayer for iPad in early 2012, and the
first release was issued on the Apple App store later that
year. This release come with packaged with two scores
each by Hope and Vickery, and provided a link to a free
desktop application, the Decibel Score Creator,
developed by Wyatt to enable users to create their own
scores in the format required for uploading to the player,
a .dsz file. The Decibel Score Creator is where important
elements of the piece are assembled and stored into the
file, and the interface is shown in Figure 7. In addition to
naming the piece by title and composer, the length of the
piece, the position of the play head, extra (separated out)
parts and any instruction notes for performance can be
added. Any instructions would appear in a drop down
menu on the ScorePlayer when the piece is selected from
a menu listing all the compositions in the player. These
elements all constitute the .dsz file
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Figure 7. The Score Creator interface built by Aaron Wyatt and
designed by Decibel composers in conjunction with him.

The iPad Decibel ScorePlayer provided a number of
benefits over the laptop version. A much easier
networking facility, native to iOS meant each iPad user
could join any network agreed on by the ensemble, and
users could see who else was on the network at any time
using a network tab [16]. Once .dsz files are created,
users can add scores to the Player by uploading them in
the sharing facility of iTunes, as seen in Figure 8.

ScoreCreator

800

Score Name |Type the name here

Compaoser IW{ J
Type | Scrolling Score 3| Advanced |
Duration
Start Offset
Read Offset || Percentage
Image File | Browse |
Instructions File |  Browse |
Parts | [ AddPart |

Remove Part

Create!

Figure 8. Screenshot the sharing facility in iTunes, showing the Decibel
score player (red for testing version, black for current commercially
available version) and the place to add scores.

Whilst the lengths of each piece were set in the Score
Creator, they could be altered for rehearsal purposes, and
would reset to the original speed if the score was re-
opened. A scrub button along the bottom of the screen
provided easy access to any part of the score, and an
information tab provided a drop down note for any
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instructions required for each individual score, as in
Figure 9.

A User Guide is provided on the App to explain how it
works, how to set up network, and how to create your
own scores for the App. This includes a contact email for
any enquiries or bug fix suggestions to be made, and
point the user to a web site where instructional videos are
provided [17]. On the iPad ScorePlayer, you can choose
to see the score as a whole, or as individual parts. This
function was first used on Hope’s piece Juanita Nielsen
for two violas, two cellos, piano, electric guitar and
electronics, at the premiere performance of the Decibel
ScorePlayer in September 2012 at the Perth Institute of
Contemporary Arts. It became evident in rehearsals of
Juanita Nielsen that the complex nature of the diagrams
in the piece required magnification to be read accurately,
and so the idea of providing separate parts was born.
These can be added in the score creator in addition to a
master score. The parts are coordinated with each other,
even when you use the finger drag up and down on the
screen to change between different parts.

How to Use the Decibel ScorePlayer

This is a quick guide to how the Decibel ScorePlayer works. Seroll down o browse or selectfrom the topics below

Figure 9. The ‘User Guide’ pop up, as seen over the list of works in the
player (screen shot).
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Figure 10. Hope’s Juanita Nielsen. The top image shows the full score
in the player. The lower image shows one part - in the same point of the
piece, visible. The playhead is in the middle of the screen as the score
goes in different directions. | red light in the top right flashes twice as a
warning that the direction is about to change.

Figure 10 shows one of the parts at the same part in
and next to the master score on the Decibel score player.

Early testing versions of the Decibel ScorePlayer were
deployed using a program entitled Test Flight [18], which
enabled Decibel to test new developments to the App.
The composers for the ScorePlayer could make a
standard scrolling score and parts in the Score Creator
and test these in the player themselves. Whilst all the
scrolling scores for the prototype player were adapted for
the iPad player, new types of scores continued to be
created for the Player, with the group using a ‘developer’
version of the App as new works, and updates to the
player, could be tested before updates to the App on the
iTunes store would be made.

Some scores were designed to read up and down,
rather than left to right. This is useful when an instrument

65

or group of instruments needs to be referred to spatially
in the score. The shift can be done by simply locking the
rotation on the iPad and turning it to a portrait, instead of
landscape, view, so the score flows upwards, rather than
from left to right. The Hope’s piece Broken Approach
(2014) for solo percussionist is read across a horizontal
playhead, reflecting the spatial arrangement of the
different percussion instruments in the performers set up,
and is seen in Figure 11. Likewise, Hope’s piano works
Chunk (2010) and Fourth Estate (2014) use the playhead
to reflect the horizontal presentation of the piano
keyboard to the performer, the latter providing a shuffling
mechanism that presents the composition differently each
time, with eight different score images joining seamlessly
in a different order each time the piece is opened on the
ScorePlayer, using a ‘tiling’ approach for the different
images. These scores have been named ‘vertical scrolling
scores’.
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Figure 11. Broken Approach (screen shot). Note the presentation of the
kit on the horizontal access, which is how it should be read.

Score Materials

The scores that can profit from being read in the Decibel
ScorePlayer on the iPad are quite diverse. These include
pieces that feature some elements of traditional notation,
such as James Rushford’s Espalier (2012) (also featured
at the premiere concert of the ScorePlayer), featuring a
stave and pitched note heads throughout, as shown in
Figure 12.



058 AM

{ch Score James Rushford - Espalier Networking

;

o

*—-Q"" B

>

4

é | e

E
ot

Pl Reset

Figure 12. James Rushford’s Espalier in the Decibel ScorePlayer
(screen shot). Note the times on the top of the score - rendered
superfluous by the ScorePlayer.
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Figure 13. Lindsay Vickery's Silent Revolution (screenshot) showing
pictorial elements that are not read literally as part of the score.

An interesting development has been the use of
pictorial imagery in the Vickery’s  Silent
Revolution (2013) includes images that are not ‘read’ by
the musicians as such, but still provide useful information
to the interpretation of the notations, as shown in Figure
13. These scores have come to be known as ‘poctorial’.
Hope’s ‘Miss Fortune X’ (2012) uses the photocopy
‘noise’ from an old copy of a model aircraft plan as
notation for radio static, as shown in Figure 14.

A variety of techniques have been engaged to generate
the actual scores images - from Computer Assisted
Design (CAD) software in Joe Stawarz’s Cells (2012),
coloured pencils in Mace Francis’s When Traffic Rises
(2012) and shades of graphite in Lyndon Blue’s Decabell
(2012). Chris Cobilis’s Forever Alone Together Or
(2012) features freehand text and interspersed with hand
drawn colour shapes and written pitch suggestions, as
shown in Figure 15.
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“Miss Fortune X
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— © DOV 0 planc _highestpitch on piano

plectrum o0 strings
depress keys
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Figure 14. Hope’s Miss Fortune X score excerpt, (screen shot) showing
the first issue Decibel ScorePlayer’s welcome screen for the piece. This
information was later replaced with an information dropdown tab. Note
the copy ‘noise’ on the right hand side of the image.
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Figure 15. Chris Cobilis Forever Alone Together Or score excerpt
(screen shot). Showing chords, notes and textural information.

Cobilis is an experimental electronics/singer
songwriter who does not read or write traditional
notation, and who created a work by recording it on a
home recorder then ‘drawing it” out over time. His work
provides an excellent example of the wide variety of
approaches to the design of scores that are featured in the
Decibel Score Player, and potential it offers musicians
who do not read or write conventional music notation.

ONGOING DEVELOPMENTS

The ScorePlayer paradigm has served as a springboard
for other works. Decibel celebrated the centenary year of
John Cage’s birth by creating a score player for their
‘Complete John Cage Variations Project’ in 2012. This
began as a laptop prototype, but was soon adapted to the
iPad as a stand alone App. The score player involved the
development of score generators for Variations I, II, I,



IV, V and VI and packaging them with the remaining two
Variations into the John Cage Variations App, in
consultation with Cage’s publishers, Peters Edition, and
the John Cage Foundation in New York. Scheduled for
release in conjunction with the groups recordings of the
eight Variations on US label MODE in 2015, the App
takes aspects of the Decibel ScorePlayer and applies them
to the Variations, creating graphic scores by following
and automating Cage’s detailed processes. The result is
very accurate and easy to read notations for each of the
Variations, an example of which can be found in Figure
16. This example shows the graphic representation
selected by Decibel of the data generated according to
Cage’s specifications around the placement of dots, lines
and other shapes.® It also shows the similarity of the
presentation on the iPad to the Decibel Score Player.
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Figure 16. John Cage Variation 1 score excerpt (screen shot) showing

the graphic representation that scrolls in the Decibel ‘The Complete
John Cage Variations’ ScorePlayer.

Australian sound poet Amanda Stewart’s Vice Versa
(2001) is a one-page text for live performances. Decibel
adapted the work as a variable scrolling score by
typesetting the text in the score player, facilitating
reading from different directions, at different times. A
range of differently coloured parts are provided, and
occasionally text would appear scrubbed over, leaving the
instruments to play the resulting shapes. Figure 17 shows
the original score in the player, beside and a screen shot
of how scrubbed over version. Experiments such as this
one highlight the number of ways the simple reading

L A more detailed discussion of the implentatoin and the other Cage
Variations can be found in a paper in the 2013 Malaysian Music Journal
[19] and papers by Lindsay Vickery [20] and Cat Hope [21].

device of the playhead can be used to create readable
scores for different kinds of composition.
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Figure 17. Amanda Stewart’s Viceversa (excerpt screen shot). The top
image shows the score part (a different colour for each performer. The
lower image shows the ‘scrubbed out’ text for instruments to play. The
image goes left to right, and right to left in the player.

There are ongoing updates and bug fixes to the Decibel
ScorePlayer, but the most recent developments have
included the ability to create score files that embed a full
quality audio track into the .dsz format, opening the
possibilities for a huge range of works for instrument and
tape that could be adapted for the Decibel ScorePlayer.
Vickery created a score player for his 2009 performance
of Denis Smalley’s piece Clarinet Threads (1985) for
clarinet and tape that enabled the score to be read
accurately alongside playback [22]. Hope’s Signal
Directorate (2014) for bass instrument/s and prerecorded
sounds, prototyped in MaxMSP by Vickery, is the first
piece to use the iPad ScorePlayer to deliver the score
synchronized with audio playback from within the iPad,
and contained within the .dsz file. The Score Creator will



be updated to enable the most recent facilities enabled by
the player. The next release will feature OSC
compatibility and extra options for the Talking Board
circle reading paradigm, allowing users to insert their
own image and select the number of circles required for a
performance, as shown in Figure 18. OSC will enable the
data required to drive the electronics in this piece to be
sent to another computer running the audio manipulation
software.

Options

Number of Planchettes

Figure 18. The ‘circle selector’ for The Talking Board, available when
pressing the options tab.

In 2012, the first survey of Australian graphic music
notation was curated by Cat Hope in two Australian
cities, and featured a number of the scores for the
scrolling score player presented as movies on a screen in
a gallery [23]. These movie representations of scrolling
scores are a fixed alternative for the reading of the scores,
when a single projection is desirable. Synchronised with a
live performance, they can also provide useful
illustrations to how the works may be performed.
However, in for larger ensembles or more complex parts,
it is sometimes difficult to see the required level of detail
and no variation of speed is easily possible.
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CONCLUSIONS

Without any marketing support other than a few
Facebook posts to the DecibelNewMusic page, and
showcasing though tours, the Decibel ScorePlayer has
sold 140 copies to date at AUD$2.99, not including the
free copies the Decibel composers can access for the
performances of their works. A visit to Malaysia by
Decibel performing the ‘John Cage Variations Project’
using the bespoke application brought into sharp focus
the need to make an Android version of the application,
as Android appears to dominate the tablet computer
market in large areas of Asia. However, funding for this
development is yet to be found.

The potential for the Decibel ScorePlayer is
substantial.  There has been a recent resurgence of
interest in graphic notation with some detailed
examinations of practice [24] [25] [26] and an awareness
of animated notations disseminated by online services
such as YouTube and Vimeo. Yet it is quire remarkable
how few of these developments engage with the full
potential of digital representation. Further negotiations
with publishers could result in a number of approaches
for digital publication of extant works, and currently any
composer can put their work in the ScorePlayer and
publish it.

Research into the impact of reading different kinds of
screen scores has recently commenced. Using eye-
tracking equipment, Vickery has been comparing
traditional paper notations and the different kinds of score
formats developed in Decibel [27], leading to detailed
examinations of the way readers process colour and
movement in music notation.

The Decibel ScorePlayer embraces the possibilities of
colour and graphic notations in digital score reproduction,
as well as the interactive possibilities inherent in digital
score creation and composition. Whilst currently a
relatively simple device, the possibilities for its
development are considerable. It does not claim to solve
problems for all types of graphic notation, but makes
certain types more efficient to read. Screen scores are in
their infancy, and the way we understand colour and
shape as musical information, as well as our ability to
process moving information on computer screens requires
further investigation [28]. The Decibel ScorePlayer
represents the potential of group projects where
composers, musicians, programmers and music curators
can work together to extend the possibilities of available
technologies.
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SPECTROMORPHOLOGICAL NOTATION: EXPLORING THE
USES OF TIMBRAL VISUALIZATION IN ETHNOMUSICOLOGI-
CAL WORKS

Mohd Hassan Abdullah
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mohd@upsi.edu.my

ABSTRACT

Ethnomusicologists often face problem in precisely
describing characteristic of a sound recorded in the
fieldwork. Written explanation normally use metaphoric
words to represent the timbral characteristics of a sound
produced by ethnic musical instruments. But to what
extent will the reader understand and perceive the sound
based on the writer’s explanation ? This study will
explore the possibilities of using timbral visualization in
the recognize of Malaysian traditional musical instru-
ments. We introduce an instrument recognition process
in solo recordings of a set of Malay traditional instru-
ments (gedombak), which yields a high recognition rate.
A large sound profile is used in order to encompass the
different sound characteristic of each instrument and
evaluate the generalization abilities of the recognition
process.

INTRODUCTION

Ethnomusicology is a field of music which dealing with
any musical activities and perspectives related to the
specific music in a certain ethnic group. One of the
perspectives of the study in this field is the organology
of traditional instruments, and an evaluation of the
sound produced by the instrument. Researchers who
study in this field will normally describe in details about
the sound and music performed with any particular
instrument in a community.

Qualitative data gathered or recorded during the
fieldwork is often be presented in scholarly printed
publications in descriptive way. Researchers will try to
describe the characteristic of a sound and try to make
the reader to understand the sound without listens to the
recording materials. Often the readers misunderstood
the sound and perceive it differently from what the

Copyright: © 2015 Mohd Hassan Abdullah et al. This is an open-
access article distributed under the terms of the Creative Com-
mons Attribution License 3.0 Unported, which
permits unrestricted use, distribution, and reproduction in any medi-
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researcher mean. In short, the sound which is described
in writing maybe perceived differently from the actual
sound that the readers listen to. This project is a part of
a larger research project (Spectromorphological nota-
tion: Notating the UnNotatable) exploring the creation
of possible models of timbral notation. Using spectro-
grams allowing specific quantitative information of the
timbre of traditional Malaysian instruments, relating
them to the instruments organology has not been under-
taken.

PROBLEM STATEMENT

For the past few decades, many ethnomusicologists had
been trying to precisely describe the sound of any musi-
cal activities in many different ways. Some of them
describe the sound of music in narrative way while
some of them giving some meaning and using metaphor
or other type of sound representation to describe the
characteristic of a sound. Being as an ethnomusicolo-
gist, | also face difficulty in describing a sound of music
from my fieldworks. The sound that | describe based
on my understanding maybe perceived differently by
other people. How could | overcome this situation ?
Spectrogram have been used to objectively describe the
organology of instruments of other culture but not in
Malaysia.

In the field of ethnomusicology, we, the researchers
are normally describing a sound base on what we per-
ceive or using a local terminology to describe a particu-
lar sound. Most of the indigenous musical instruments
are not constructed to any standard pic. Generally, al-
most all the ethnic musical instruments have different
timbre and pitches. For example, in the Kompang
(frame drum) ensemble of the Malay people, the sound
of the kompang depends on the tautness and thickness
of a skinhead as well as the size of the instrument.
However, the kompang is also need to be tuned to the
“Bunyi yang diterima” (acceptable sound) before it
being played. A kompang ensemble normally consists
of 15 to 25 players who performed on the similar in-
strument in interlocking rhythmic patterns to celebrate
joyful occasions in the Malay community.



All the kompangs used in an ensemble is tuned to a
certain pitch as closest possible from one to another.
Even though there is no standard tuning set for the
kompang, but an experienced kompang player is able to
tell the “acceptable sound” of a kompang. The “ac-
ceptable sound” of a kompang to the players is de-
scribed as (kuat) loud, (gemersik) penetrating, (tajam)
sharp and (tegang) taut. How can one precisely under-
stand and perceive the sound of a kompang as loud,
penetrating, sharp and taut ? Can one precisely describe
the sharpness sound of the kompang ? As the sound of
any indigenous musical instruments are mostly not
standardize in nature, there is a need to find ways on
how to identify and recognize the “acceptable sound” of
any particular musical instruments especially for the
beginners and who are not expert in that field.

Moreover, contemporary Western arts and tradition-
al music notation is usually linked to an analysis and the
semiotic representation of the musical elements of mel-
ody and harmony (vertical and horizontal pitches) using
common music notation. Precise pitch indications are
“rounded out” into the twelve semitones of this system,
unable to accommodate more the precise subtleties of
sound that are inherent in all music tradition. Further,
Musical parameters such as articulation (attack, decay,
sustain and release) and dynamics (volume or intensity)
are loosely indicated through the use of staccato or
phrase markings for articulations or dynamic marks
(forte, piano, crescendo, diminuendo, ect.).

Representation of other significant musical elements
such as tone and colour (timbre) are largely limited to
instrumental naming or specific performance directions
(sul ponticello — play near the bridge for string instru-
ments). The lack, along with the difficulties of defini-
tion and understanding of timbre are increasingly rec-
ognized within both new music and traditional music
fields.

AIMS OF RESEARCH

This project will explore the creation of a model for the
timbral and performance notation of acoustic music that
notates more content details of the various elements of
sound. Of significance for ethnomusicologists who
working in this field, will be the use of spectrographic
notation leading to the creation of an authentic and
precise transcription library and catalogue inclusive of
all musical elements. Such a catalogue will lead to a
greater understanding of the individual and unique
spectral and tuning characteristics of traditional Malay
musical instruments. This method will be applied to
instruments such as kompang, gedombak, gendang,
serunai, and rebab. Knowledge and experience of creat-
ing spectrograms of the Malay traditional instruments
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will then be applied into forefront of music making
using these possible model and system.

RESEARCH QUESTIONS

In exploring the possibilities of using the spectrographic
features in ethnomusicological study, there are many
related questions can be addressed.
I How can an ethnomusicologist describe
the sound of a musical instrument ?
ii. What are the elements that ethnomusicol-
ogists require from a notation system and
how can these be represented ?

i, What kind of notational/transcription sys-
tem can possibly describe precisely the
musical sound of traditional instrument ?

iv. What organological elements are common
or exclusive to each instrument and how
can they best be identified and analyzed ?

V. Can spectrographic analysis and software
be used to provide a method for defining
and identifying unique qualities of Malay
traditional Instruments ?

vi. Can this information be used to describe
and notate the specific individuality of
sounds materials and performance meth-
ods in ways that expand the range and mu-
sical vocabulary of the ethnomusicolo-
gist ?

Vil.  What parameters of analysis can be de-

fined to provide useful and universally

understood symbols using spectrographic
software ?

How can this notational system help

scholars, musicians, instrument makers

and others in identifying a prefer timbre
for any particular Malay traditional in-
strument ?

iX. What other knowledge can be drawn from
this ?

viii.

METHODOLOGY

In conducting this study, various methods will be uti-
lized in getting the useful data and information to an-
swer the research question. Generally, methods will be
grounded in practice. While exploring all the possibili-
ties of using spectrographic as a tool to describe the
characteristic of a sound, researchers will analyze and
think through practice. This method is also always
referred as practice-led research. Three phases will
cumulatively document, analyze, apply and reflect on
project activities and outcomes. Critical reflection is a



key criterion of the research, supported by textual ana-
lysis.

Research activities include identifying the sound
characteristic of a few selected Malay traditional musi-
cal instruments such as gedombak (goblet drum), gen-
dang (cylindrical drum), kompang (frame drum), serun-
ai (double-reed oboe type instrument), and rebab
(spike-fiddle). Each of them will be performed by the
expert players for the recording purpose. A few soft-
ware packages will be utilized to visualize the sound
characteristic of each instrument.  From the spectro-
grams, the researchers will then think on how it can be
applied in ethnomusicological works.

THE RESULT

Many samples of Malay traditional instrument sound
have been recorded in the form of wave file. The in-
struments include the gedombak, gendang, serunai,
geduk and gong have been performed by the expert
players both solo and ensemble for the recording pur-
pose. Three software packages — Eanalyse, Sonic Visu-
aliser and Praat- have been utilized to visualize the
recorded clips.

Digital record-

v

Sound clipping

'

Feature extrac-

v

Spectrogram

A series of recording done on the instrument demon-
strated that the underlying phonetic representation of an
unknown utterance can be recovered almost entirely
from a visual examination of the spectrogram. The most
common format is a graph with two geometric dimen-
sions: the horizontal axis represents time; as we move
right along the x-axis we shift forward in time, travers-
ing one spectrum after another, the vertical axis is fre-
quency and the colors represent the most important
acoustic peaks for a given time frame, with red repre-
senting the highest energies, then in decreasing order of
importance, orange, yellow, green, cyan, blue, and
magenta, with gray areas having even less energy and
white areas below a threshold decibel level.

Figure 1 shows the spectrogram of a gedombak beat-
en in a series of single tapping in the middle of the
skinhead. What can we learn from this spectrogram ?
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After receiving clarification from the expert player,
the 4" beat of the sound is the most preferred sound by
the expert player. One can analyze from the colours and
density of the spectrogram to tell the characteristic of
the preferred sound.

Different filters have been applied to the one record-
ing of the gedombak. The results show different fea-
tures of the sound performed on the same instrument.
Below are the example of different spectrograms show
different features and characteristic of a sound per-
formed on Malay traditional instrument.

Figure 1. Spectrogram of a gedombak

P

Figure 2. Spectrogram of a Gedombak with waveform.

Figure 3. Spectrogram of a smaller size of Gedombak.



Figure 5. Spectrogram of a Wayang Kulit ensemble

DISCUSSION AND SUGGESTION

The spectrograms of gedombak (goblet drum) in
Wayang Kulit ensemble (Shadow puppet play) above
are an initial attempt to explore the potential of a spec-
trogram as a performative notation. The gedombak is
indicated as the large regularly spaced columns of Fig-
ure 4. In Figure 5, the horizontal lines represent the
melodic lines of the serunai. The pitch variations and
arabesque ornamentation so characteristic of the in-
strument is also visible. This begins to plan to use spec-
trograms of individual instruments to identify preferred
timbral quality of instruments for use in specific musi-
cal/dramatic contexts—why a Wayang Kulit ‘master’
selects one instrument over another in a given perfor-
mance ?

Just what is timbral notation - gestural, purely tonal,
semiotic etc. ? This opens the potential for different
forms and styles. In the ethnomusicological context -
instrumental profiling of timbre, linked to the organolo-
gy of the instrument is both applicable in Malaysia and
opens ideas that appear to inform ideas and practices in
the other sub-projects of the overall research project.

CONCLUSION

In this paper, we dealt with recognition of sound sam-
ples and presented several methods to improve recogni-
tion results. Tones are extracted from a database of
Malaysian traditional musical instruments (gedombak,
gendang, serunai, etc.). We use two different parameters
in the analysis. From the experiments, we could observe
evident results for spectrogram and autocorrelation.
Maximum and minimum values of amplitude for auto-
correlation for all musical instruments have different
ranges. Spectrogram of gedombak is much larger than
those of gendang and serunai. Result shows that the
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estimation of spectrogram and autocorrelation reflects
more effectively the difference in musical instrument.
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ABSTRACT

In this paper, I describe the state of development for an
automatic music notation generator and tablet-based graph-
ical user interface. The programs currently available for the
automatic generation of music notation are focused on the
compositional and theoretical aspects of the music-making
process. denm (dynamic environmental notation for mu-
sic) is being designed to provide tools for the rehearsal
and performance of contemporary music. All of the strate-
gies underlying these tools are utilized by performers today.
These strategies traditionally involve the re-notation of as-
pects of a musical score by hand, the process of which can
be detrimentally time-consuming. Much of what perform-
ers re-notate into their parts is composed of information
latent in the musical model—the musical model which is
already being represented graphically as the musical score.
denm will provide this latent information instantaneously
to performers with a real-time music notation generator.

1. BACKGROUND

Commercial music typesetting software, such as Finale and
Sibelius, are the most common tools for creating musical
scores, which require a musician to manually enter musi-
cal information via graphical user interfaces. There are
cases, for example when compositions are algorithmically
generated, where the process of manually entering musical
information in this manner is inefficient. As such, programs
have been designed to create musical scores where the in-
put from the user is text-based, generated by algorithmic
processes, or extracted from spectral analyses.

Most Automatic Notation Generators (ANGs) [1] create a
static image, either to be read by musicians from paper, or
from a screen displaying it in a Portable Document Format

Copyright: ©2015 James Bean. This is an open-access article distributed
under the terms of the Creative Commons Attribution 3.0
Unported License, which permits unrestricted use, distribution, and
reproduction in any medium, provided the original author and source are

credited.
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(PDF) representation. LilyPond [2] and GUIDO [3] and
convert textual descriptions of music into musical scores.
Abjad [4] and FOMUS [5] generate musical score informa-
tion that can be graphically rendered by LilyPond. Open-
Music [6], Bach [7], PWGL [8] / ENP [9], and JMSL /
JSCORE [10] are software tools for composers that gen-
erate music notation as part of the compositional process.
Belle, Bonne, Sage [11] is a vector graphics library for
music notation that enables the drawing of advanced no-
tational concepts not offered by traditional music typeset-
ters. Music21 [12] is a music analysis program that creates
score information to be graphically rendered in LilyPond.
Spectmore [1] maps spectral analysis information onto a
musical score. A few newer ANGs, such as INScore [13]
and LiveScore [14], generate animated musical notation for
screen representation.

Thus far, ANGs generate static scores that are useful to
composers and theorists, and animated scores that are useful
for those performing in real-time (described as the imma-
nent screen score paradigm by Hope and Vickory [15]).
No ANGs specifically target the rehearsal processes of
contemporary music performers (a process described as
interpretive by Hope and Vickory).

I have found that the most critical period for the success
of my own works is the rehearsal processes with perform-
ers. Performers spend a considerable amount of time in
individual rehearsal and group rehearsal settings, and have
developed extensive strategies to comprehend, embody, and
execute the propositions of composers (see: [16], [17], [18],
[19]). Many of the cues that performers notate into their
parts are composed of information latent in the musical
model—the musical model which is already being repre-
sented graphically as the musical score.

denm is software written for iOS devices in the Swift lan-
guage using the Core Frameworks that enables performers
to reap the benefits of these rehearsal strategies without the
high cost normally associated with preparing them. Both
the musical model and graphical rendering engine are built
from scratch to best utilize the touch interfaces of tablet
computers. The initial development of denm began in the



Javascript language to control the graphical output of Adobe
Mlustrator. This first phase of development served as re-
search into the systematic organization of musical scores
and the programmatic drawing of musical symbols. The vi-
sion of this project necessitates animated graphical content,
which ultimately required the rewriting of all source code.
There are certain features that were prioritized in the initial
phase of development ! that will ultimately be rewritten in
an animated context.

2. GRAPHICAL USER INTERFACE

More and more performers are reading music from tablet
computers. Software applications like ForScore display a
PDF representation of a musical score, allowing a performer
to turn pages with a Bluetooth footpedal, as well as to
annotate scores with handwritten or typed cues. Performers
are able to store many scores on a single device, simplifying
the logistics of performing many pieces. Because the PDF
contains no reference between graphical musical symbols
and their musical functions, the degree to which a player
is able to interact with this medium in a musical context is
limited.

Many of the cues that performers handwrite in their parts
are simplified versions of other players’ parts [20]. These
types of cues are being reentered by the performer, even
though this information is already retrievable from the data
that is being graphically represented by the score. The
primary objective of denm is to expose the structures un-
derlying the music to performers with little cost of access.

2.1 Graphic Design Priorities

The graphic design style of denm is minimalist, with as
few graphical ornaments as possible. Rather, variations in
color, opacity, line-thickness, and other graphical attributes
are used to differentiate an object from its environment. In
some cases, the variations in graphical attributes serve to
differentiate an object’s current state from its other potential
states. Basic musical symbols, such as clefs and accidentals,
have been redesigned to implement this universal design
philosophy.

Many of the design choices of standard music notation
generators are made with printing in mind. The choices
made in denm are optimized for display on a screen. The
use of thin lines and color is problematic for printers to
represent, though these techniques are quite successful with
high quality displays.
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Figure 1. Design of clefs: treble, bass, alto, tenor.

2.1.1 Clef Design

Traditional clefs take up a considerable amount of horizon-
tal space. The width of traditional clefs is problematic for
the spacing of music, particularly when the preservation of
proportionate music spacing is a high priority. The minimal-
ist clefs in Fig. 1 take up very little horizontal space. Clefs
are colored specifically to enable a differentiation of the clef
from the surrounding context and subtle breaks are made
in the the staff lines to accentuate the clefs’ presence. Staff
lines are gray, rather than black, enabling the creation of a
foreground / background relationship between musical in-
formation carrying objects (notes, accidentals, articulations,
etc.) and their parent graph.

2.1.2 Accidental Design
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Figure 2. Design of accidentals.

Accidentals, as can be seen in Fig. 2, are drawn program-
matically, as opposed to being instances of glyphs from a
font. The advantage to uniquely drawing each accidental is
that small vertical adjustments can be made to individual
components of the object (e.g. body, column(s), arrow) in
order to avoid collisions in a more dynamic fashion than
is usually implemented in other music notation software > .
Burnson’s work with collision detection of musical sym-
bols [22] serves as an example for the similar work to be

approached in continued development.
2.1.3 Rhythm Design

In cases of embedded tuplets, beams are colored by the
events’ depth in the metrical hierarchy. Ligatures, as seen
in Fig. 3, connect tuplet brackets to their events to clarify
jumps in depth.

! Automatically generated woodwind fingering diagram, string tabla-
ture to staff pitch notation conversion, and automatically generated cues.

2 The initial development of denm in Adobe Illustrator-targeted
Javascript prioritized this dynamic accidental collision avoidance. Ex-
tending the traditional process of avoiding of accidental collisions by
stacking accidentals in multiple vertical columns [21], individual adjust-
ments are made to the graphics of the accidentals themselves. Many
accidental collisions that traditionally warrant horizontal movement of the
objects can be avoided with a single or several small adjustments to indi-
vidual components of each accidental. Avoiding unnecessary horizontal
movement of accidentals makes retaining proportionate music spacing
more feasible. More rigorous study of the effects of readability of slightly
adjusted accidental graphics is to be undertaken throughout the near-term
development of denm.
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Figure 3. Design of beams and tuplet bracket ligatures

Small graphics, as seen in Fig. 4, indicate the subdivision
value that clarify the values of a tuplet. The style of the
straight beamlets in the tuplet bracket subdivision graphics
mirror the straight beams of rhythms, without the visual
noise of traditional flags. Further, the line-thicknesses of
beams in the graphics are inversely proportional to their
subdivision value, aiding in their visual differentiation. Left
edges of tuplet brackets are straight, while right edges of
tuplet brackets are angled.
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Figure 4. Design of tuplet bracket label graphics

2.2 User Interaction Design Priorities

Many cues that performers notate into their scores are use-
ful at certain points of the learning and rehearsal process,
but become less useful at different points in the process.
The user interaction design style of denm enables perform-
ers to determine what musical information is displayed at
any point. Performers touch the screen score directly to
show or hide certain objects. More advanced user interface
strategies will be developed as the underlying analytical
procedures (some of them seen in Sec. 3) are implemented.
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Figure 5. Screenshot of Metronome Graphic revelation.

For example, when a user decides to show a stratum of
Metronome Graphics (described further in Sec. 2.3.2), as
can be seen in Fig. 5, the entire page recalculates its dimen-
sions, to ensure that the Metronome Graphics take up only
the space that they need to. When the user decides to hide
that stratum of Metronome Graphics, the layout is recalcu-
lated once again, the Metronome Graphics are hidden, and
the space they were occupying disappears.
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The layout of denm is organized as a hierarchy of em-
bedded boxes that recalculate their heights based on what
the user elects to show or hide within them. Fig. 6 shows
these vertically accumulating boxes. Each box defines its
own padding, keeping layout separation consistent for each

object.
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Figure 6. Layout Organization.

2.3 Rhythm Features
2.3.1 Metrical Grid
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Figure 7. Screenshot of a Metrical Grid.

A performer can tap the time signature of any measure
to reveal a grid showing the beats of that measure. This
provides a quick reference for the relationship of complex
rhythmic events to a global tactus. Quickly drawing lines at
the point of each beat in a measure is often the first thing a
performer does when receiving a new piece of rhythmically
complex music [16], [20].

2.3.2 Metronome Graphics

When a user taps any point in a rhythm, graphics are dis-
played indicating the best way to subdivide a rhythm (re-
duced to sequences of duple- and triple-beats). Duple-beats
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Figure 8. Screenshot of another Metrical Grid.

are represented as rectangles and triple-beats are repre-
sented as triangles. Each subdivision-level (e.g. 8th, 16th,
32nd, etc.) has its own graphic, which is a uniquely styled
version of the duple- and triple-beat primitives, making
the subdivision-level of the metronome understandable at a
glance. The process of generating these subdivision refer-
ences can be seen in Sec. 3.1
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Figure 9. Screenshot of Metronome Graphics.

2.3.3 Metronome Visual Playback

Performers often create click-tracks for learning, rehearsing,
and performing rhythmically complex music. Currently, the
Metronome Graphic objects can be played-back when a
performer taps on the time signature for a measure. The
Metronome Graphics “click” by flashing a different color
in time. An animated bar progresses from left to right at the
speed prescribed by the current tempo of the music. This
process has yet to be implemented with other objects in the
system, though this will continue to be developed.

As development continues further, a performer will be
able to extract any portion of the musical part and rehearse
it with the visual click-track of the Metronome Graphics at
any tempo. Ultimately, an audio element will be integrated
into this metronome process, with sonic attributes mirror-
ing those of the visual Metronome Graphics, to represent
subdivision-level and placement in the Metrical Analysis
hierarchy (as described in Sec. 3.1).

2.4 Other Players’ Parts

Performers often notate aspects of the parts of the other
players in an ensemble context. Because this information
already exists in the musical model, it can be graphically
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Figure 10. Screenshot of metronome playback.

represented immediately. This feature is currently imple-
mented at a proof-of-concept level. Fig. 11 shows the pro-
cess of verifying the automatic layout recalculation needed
when inserting new musical material. In this case, hard-
coded musical material is inserted into the layout when a
measure number is tapped by a user.
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Figure 11. Screenshot of cue revelation.

3. MUSIC ANALYSIS ALGORITHMS

In order to provide performers with rehearsal tools in real-
time, robust analysis tools must be developed.

3.1 Metrical Analysis

denm analyzes rhythms of any complexity. The result of
this analysis is an optimal manner in which to subdivide the
rhythm. Information like syncopation and agogic placement
of events can be ascertained from this process. This process
can be seen in Alg. 1.

Rhythm in denm is modeled hierarchically. The base ob-
ject in this model is the DurationNode. Any DurationNode
that contains children nodes (e.g. traditional single-depth
rhythm, or any container in an embedded tuplet) can be an-
alyzed rhythmically. The result of this analysis of a single
container node is a MetricalAnalysisNode (a DurationNode
itself with leaves strictly containing only duple- or triple-
beat durations). Metrical AnalysisNodes are the model used



by the Metronome Graphics, the graphical representation
of which is described in Sec. 2.3.2.

Algorithm 1 Metrical Analysis

1: durNodes <DurationNode.children
2: parent <—Root Metrical AnalysisNode
3: function ANALYZE(dur N odes, parent)

4: s < durNodes.sum()

5: if s = 1 then

6: child +MANode(beats: 2)

7: > subdivision level * = 2

8: > add child to parent

9: else if s <= 3 then

10: child <MANode(beats: s)

11: > add child to parent

12: else if 4 <= s <=7 then

13: p < prototypeWithLeastSyncopation
14: for pp in p do

15: child +~MANode(beats: pp)

16: > add child to parent

17: end for

18: else if 8 <= s <=9 then

19: p < prototypeWithLeastSyncopation
20: if p contains values > 3 then
21: for pp in p do
22: part < dur N odes partitioned at pp
23: newParent +MANode(beats: cc)
24: analyze(part, new Parent)
25: end for
26: end if

27: else

28: > create array of all combinations

29: > of values 4 <= v <= 7 with sum of s
30: ¢ < combinationWith LeastSyncopation
31: for cc in c do

32: part < dur N odes partitioned at cc
33: newParent +MANode(beats: cc)
34: analyze(part, new Parent)

35: end for

36: end if

37: end function

A Metrical AnalysisPrototype is a sequence of two or three
elements, each of which having a duple- or triple-beat dura-
tion. Values between and including 4 and 7 have a dedicated

list of prototypes 3, each of which can be compared against

3 List of prototype sequences by relative durational sum:
(2 2)

),(2,3,2)

(27 37 3)7 (37 27 3) *

,(5,4) *

hms with r ldthC durational sums of 8 and 9 are compared against

*@OO\ICDO‘!%

any rhythm with a relative durational sum of the same value,
the process of which can be seen in Alg. 2.

Algorithm 2 Syncopation

1: d + durationN odes.cumulative()

2: peg. [4,5,7) < [4,1,2].cumulative()

3. p + prototype.cumulative()

4 >e.g. [2,4,7] « [2,2,3].cumulative()

5: syncopation < 0

6: function GETSYNCOPATION(d, p)

7: if d[0] = p[0] then

8: > Rhythm beat falls on prototype beat

9: > No syncopation penalty added
10: > Adjust d and s accordingly
11: getSyncopation(d, s)
12: else if d[0] < p[0] then

13: > Rhythm beat falls before prototype beat

14: > Check if next duration falls on prototype beat
15: if delayedM atch then

16: > No syncopation penalty added

17: else

18: syncopation <— syncopation + penalty
19: end if
20: > Adjust d and s accordingly
21 getSyncopation(d, s)
22: else
23: > Rhythm beat falls after prototype beat
24: > Check if next prototype value falls on duration
25: if delayedM atch then
26: > No syncopation penalty added
27: else
28: syncopation <— syncopation + penalty
29: end if
30: > Adjust d and s accordingly
31: getSyncopation(d, s)

32: end if
33: end function

Cuthbert and Ariza [12] apply their Metrical Analysis pro-
cess to beaming in the score representation of rhythms. This
strategy will be the model for continued development in
denm, extending to cases of arbitrarily-deep nested-tuplet
rhythms.

all of these combinations shown here. If the combination with least
syncopation contains only values of 2 or 3, a Metrical AnalysisPrototype is
generated with children containing Durations of duple- and triple-values.
In the case that the combination with least syncopation contains values > 3,
internal Metrical AnalysisNodes are created with the Durations of these
values. The original DurationNode array is partitioned at points determined
by the combination. The MetricalAnalysis process is then applied for each
partition, and Metrical AnalysisNode leaves with duple- and triple-value
Durations are added to each of these internal MetricalAnalysisNodes.



3.2 Pitch Spelling

Effective pitch spelling is critical in the process of generat-
ing staff notation for music that is algorithmically composed
or extracted from spectral analyses. Algorithms for pitch
spelling within tonal musical contexts have been compared
by Meredith [23] and Kilian [24]. The musical contexts
that denm is most immediately supporting are rarely tonal.
More often these musical contexts are microtonal. The
preferences in the current tonally-based pitch spelling algo-
rithms, however, are defined by establishing tonal center.

The benefits of tonal-center-based pitch spelling are lost
in atonal musical contexts. Rather, primitive intervallic re-
lationships are preserved objectively, rather than being sub-
jected to the requirements of a tonal center. When spelling
pitches in microtonal contexts, other pragmatics arise that
influence the decision-making process.

The short-term goal of the pitch spelling process in denm
is to spell microtonal polyphonic music up to the resolu-
tion of an 1/8-tone (48 equal divisions of the octave). In
time, this process may be extended to accommodate other
tuning systems. The development of this microtonal pitch
spelling procedure is in process. Currently, dyads of any
combination of resolutions (1/2-tone, 1/4-tone, 1/8-tone)
are spelled correctly, though more rigorous testing is un-
derway to verify this. Further development of this pitch
spelling algorithm into homophonic and polyphonic micro-
tonal contexts will incorporate aspects of Cambouropoulos’
shifting overlapping windowing technique [25].

4. INPUT FORMATS

At this point in development, there is a working prototype
input text format. All figures in this paper have been cre-
ated with this input text format. A long-term priority for
development is to build conversion from common music
interchange formats, such as musicXML [26], into the na-
tive denm text input format. This conversion will enable
composers to generate and input music in the style that best
serves them, while they benefit from a performer-facing
interactive graphical user interface.
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Figure 12. Demonstration of text input syntax.

5. FUTURE WORK

The current development of denm is focused on building
robust musical operations within the musical model. The
extension of the microtonal pitch spelling procedure into
homophonic and polyphonic contexts is in development
now. Once the pitch spelling procedure is completed and
tested, the accidental collision avoidance procedure will
be of primary focus. In the longer-term, development will
center around the extension of the musical model into multi-
voiced and multi-part musical contexts. When these steps
are completed, this more fully-featured musical model will
be hooked into the graphical realm. User interface strategies
will be developed in accordance with the advancement in
the musical model and graphical capabilities.
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ABSTRACT

The theory of interactive scores addresses the writing and
execution of temporal constraints between musical objects,
with the ability to describe the use of interactivity in the
scores. In this paper, a notation for the use of conditional
branching in interactive scores will be introduced. It is
based on a high level formalism for the authoring of in-
teractive scores developed during the course of the OS-
SIA research project. This formalism is meant to be at the
same time easily manipulated by composers, and translat-
able to multiple formal methods used in interactive scores
like Petri nets and timed automaton. An application pro-
gramming interface that allows the interactive scores to be
embedded in other software and the authoring software, I-
SCORE, will be presented.

1. INTRODUCTION

This article will focus on a novel approach to represent and
execute conditional branching in interactive scores. Inter-
active scores, as presented in [1], allow a composer to write
musical scores in a hierarchical fashion and introduce in-
teractivity by setting interaction points. This enables dif-
ferent executions of the same score to be performed, while
maintaining a global consistency by the use of constraints
on either the values of the controlled parameters, or the
time when they must occur. This is notably achieved in
the current version of the 1-SCORE ! software, presented
in [2].

Previously, interactive scores did not offer the possibil-
ity to make elaborate choices in case of multiple distinct

'http://i-score.org/
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events occurring at the same time; the work presented here
removes this limitation. Here, we will initially present
the use cases for conditional branching, as well as sev-
eral existing works of art which involve conditions. Then,
we will introduce new graphical and formal semantics, re-
searched during the course of the OSSIA project. Their
goal is to allow composers to easily make use of condi-
tional branching during the authoring of interactive scores.
We will show the compliance with previous research on
the same field, which allows for strong verification capa-
bilities. We will conclude by presenting the software im-
plementation of these formalisms in the upcoming version
0.3 of 1-SCORE, which will be able to edit and play such
scenarios in a collaborative way.

2. A CASE FOR CONDITIONAL INTERACTIVE
SCORES

Even before the advent of computing, there was already a
need to write scores containing informations of transport :
in western sheet music, manifestations of this are the D.
S. Al Coda, D. S. Al Fine, Da Capo, and repetition sign.
There is however no choice left at the interpretation.

A case with more freedom for the performer is the fer-
mata, which allows for the duration of a musical note to be
chosen during the interpretation of the musical piece : the
score moves from purely static to interactive, since there
can be multiple interpretations of the lengths written in the
sheet.

There is also the different case of improvisational parts
where each musician has the freedom of his own choice
during a few bars — or even a whole piece. In our case, the
choices might involve multiple people at the same time (for
instance multiple dancers each with his position mapped
and used as a parameter), and lead to completely different
results.



2.1 Conditional works of art

Some of the most interesting cases happen in more recent
times, with the advent of composers trying to push the
boundaries of the composition techniques. John Cage’s
Two (1987), is a suite of phrases augmented with flexible
timing : “Each part has ten time brackets, nine which are
flexible with respect to beginning and ending, and one, the
eight, which is fixed. No sound is to be repeated within a
bracket.”. The brackets are of the form : 200" <« 2'45"
and are indicated at the top of each sequence.

Branching scores can be found in Boulez’s Third sonata

for Piano (1955-57) or in Boucourechliev’s Archipels (1967-

70) where the interpreter is left to decide which paths to
follow at several points of bifurcation along the score. This
principle is pushed even further in the polyvalent forms
found in Stockhausen’s Klavierstiicke XI (1957) where dif-
ferent parts can be linked to each other to create a unique
combination at each interpretation. Some of these compo-
sitions have already been implemented in computers, how-
ever it was generally done in a case-by-case basis, for in-
stance using specific Max/MSP patches that are only suit-
able for a single composition. The use of patches to record
and preserve complex interactive musical pieces is described
in [3].

The scripting of interactive pieces can also be extended
towards full audio-visual experiences, in the case of artistic
installations, exhibitions and experimental video games.
Multiple case studies of interactive installations involving
conditional constraints (Concert Prolongé, Mariona, The
Priest, Le promeneur écoutant) were conducted in the OS-
SIA project. Concert Prolongé (i.e. extended concert) of-
fers an individual listening experience, controllable on a
touchscreen where the user can choose between different
"virtual rooms" and listen to a different musical piece in
each room, while continuously moving his virtual listen-
ing point — thus making him aware of the (generally unno-
ticed) importance of the room acoustics in the listening ex-
perience. Mariona [4, section 7.5.3] is an interactive ped-
agogic installation relying on automatic choices made by
the computer, in response to the users behaviours. This in-
stallation relies on a hierarchical scenarization, in order to
coordinate its several competing subroutines. The Priest
is an interactive system where a mapping occurs between
the position of a person in a room, and the gaze of a vir-
tual priest. Le promeneur écoutant® (i.e. the wandering
listener) is a stand-alone interactive sound installation de-
signed as a video game with different levels of exploration,
mainly by auditory means.

In closing, interactive applications for exhibitions offer
various situations in which conditional constraints are re-

2nttp://goo.gl/etdyPd
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quired, from touchscreen applications to full-fledged in-
teractive installations. Several projects have been studied
in the scope of OSSIA, in order to make the creation of
new complex interactive applications more efficient by us-
ing the tools that are developed in this research project.

2.2 Existing notations for conditional and interactive
scores

We chose to compare the existing notations in a scale that
goes from purely textual like most programming environ-
ments, to purely graphic like traditional sheet music. Sim-
ilarily, there are multiple ways to define interactivity and,
consequently, multiple definitions of what is an interactive
score.

The programmatic environments generally take a preex-
isting programming language, like LISP, and extend it with
constructs useful for the description of music. This is the
case with for instance Abjad [5], based on Python and
Lilypond, a famous music typesetting software based on
a TgX-like syntax. There are also programming languages
more axed towards interpretation and execution of a given
score, which can take the form of the program itself. This
is the case with Csound and CommonMusic [6]. In gen-
eral, programming languages of this kind offer a tremen-
dous amount of flexibility in term of flow-control. How-
ever, they require additional knowledge for the composer
to write scores with it.

The purely graphic environments allow compositions of
scores without the need to type commands, and are much
closer to traditional scores. For instance, multiple Max/MSP
externals, Bach for Max/MSP [7], note~ 3, rs.delos* and
MaxScore [8] allow to write notes in a piano roll, timeline,
or sheet music from within Max. But they are geared to-
wards traditional, linear music-making, even if one could
build a non-linear interactive song by combining multiple
instances, or sending messages to the externals from the
outside.

Finally, there is a whole class of paradigms that sit be-
tween the two, with the well-known "patcher"-like lan-
guages: PureData, Max/MSP, OpenMusic [9], PWGL [10].
These software work in term of data-flow : the patch rep-
resents an invariant computation which processes control
and/or audio data. In each case, it is possible to work
purely graphically, and flow control is generally imple-
mented as a block that acts on this data ([expr] in Pd/-
Max or [conditional] and [omif] in OpenMusic,
for instance). These software all allow to use a textual
programming language to extend the capabilites or express
some ideas more easily.

3http://www.noteformax.net
4http://arts.lu/roby/index.php/site/maxmsp/rs_
delos
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Figure 1. Fragments B2, C1, C3 of Klavierstiicke XI, Karlheinz Stock-
hausen. 3

2.3 Goals

The examples presented in section 2.1 allow us to devise
the specification for the kind of conditional capabilities
that we want to allow composers to express in our notation
system. Most examples studied here operate at a macro-
scopic level : the choices of the performer generally con-
cerns sections, but at the phrase level, these are often tradi-
tional scores, as can be seen from an excerpt from Klavier-
stiicke XI in fig. 1. However, the case of a single note which
would last longer depending on a given condition can also
happen.

The main problem is that there is generally no specific
symbol to indicate the conditional execution; instead, the
explanation is part of the description of the musical piece.
Hence, we have to devise a graphical notation simple enough
and yet able to convey easily these different levels of con-
ditions.

These conditions operate on a span of time, which can
range from instantaneous, like in the Stockhausen piece,
where the performer has to choose his next phrase at the
end of the one he is currently playing, to indeterminate, in
the case of a perpetual artistic installation waiting for the
next visitor. A single symbol might then not be enough
to convey in a readable fashion the whole meaning, and
multiple symbols would be necessary to explain the artic-
ulation of the time in the musical piece.

Finally, an important requirement is to be able to study
formal properties on the written score. The presence of
conditional expressions means that there is some kind of
flow control in the song. Like in a traditional computer
software, we want to be able to verify that some proper-
ties will remain true for the score : for instance, again in
the case of Klavierstiicke XI, we would like to be able to
specify : at a given time, there cannot be two overlapping
fragments, and be informed if there might be a possible ex-

5 ©Copyright 1957 by Universal Edition (London) Ltd., London/UE
12654. Retrieved from [11]
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ecution of the score that would lead to this case. This has
practical implications especially when working with hard-
ware, which can have hard requirements on the input data.
This means that the notation will have to be grounded with
solid formal semantics.

2.4 Formal semantics

The current work is based on previous work at the LaBRI
by Jaime Arias, Mauricio Toro and Antoine Allombert,
that attempt both to formalize the composition semantics
and to provide ways for real-time performance of interac-
tive scores. Our work is threefold: finding formal seman-
tics adapted to complex conditional constraints; studying
their execution; devising a consistent and simple graphical
representation, in order to make the creation of interactive
conditional scores as intuitive as possible.

The four following interactive scores formalisms were re-
searched, in order to give a solid foundation, and enforce
strong provability properties:

2.4.1 Petri nets

One of the most prominent ideas in the research, on which
the current implementation of I-SCORE is based, is the use
of Petri nets in order to model interactive scores, by focus-
ing on agogic variations.

The followed methodology was to define basic nets for
each Allen relationship [12], and then to apply a transfor-
mation algorithm, described in [13, section 9.2].

When a score is played, it is compiled by I-SCORE 0.2
(shown in fig. 2) into a Hierarchical Time Stream Petri Net
(HTSPN) which is in turn executed using its well-known
semantics.

- _——
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Figure 2. i-score 0.2. The model is based on a succession of boxes (con-
taining curves and other boxes), and relationships between these boxes. A
box can have trigger points at the beginning and the end; this introduces
an unnecessary graphical coupling between the data and the conditions.

Coloured Petri nets were also used to model complex data
processing in interactive scores [14], in order to allow the



description and execution of sound processes to occur di-
rectly in the score.

2.4.2 Temporal Concurrent Constraint Programming

Since the interactive scores can be expressed in terms of
constraints (A is after B), one of the recurrent ideas for
their formalisation was to use Non-deterministic Tempo-
ral Concurrent Constraint Programming (NTCC), since it
allows constraint solving. This approach was studied by
Antoine Allombert [15] and Mauricio Toro [4,16].

However, there are multiple problems, notably the impos-
sibility to compute easily the duration of a rigid constraint,
and the exponential growth of the computation time of con-
straint solving, which led to some latency in the implemen-
tation, making real-time operations impossible.

2.4.3 Reactive programming

Due to the static nature of models involving Petri nets and
temporal constraints, a domain-specific language, REAC-
TIVEIS [17], was conceived in order to give dynamic prop-
erties to interactive scores. An operational semantic is de-
fined using the synchronous paradigm, to allow both static
and dynamic analysis of the interactive scores. This also
allows composers to easily describe parts of their score that
cannot be efficiently represented in a visual manner.

2.4.4 Timed Automata

The current focus of the research is put upon the investi-
gation of models for the formal semantics of conditional
constraints in interactive scores.

This has been achieved using the extendend timed au-
tomata of UPPAAL. Timed Automata allow to describe
both logical and temporal properties of interactive scores.
Moreover, the shared variables provided by UPPAAL al-
lows to model the conditionals. They are also used for
hardware synthesis, in order to target Field-Programmable
Gate Arrays (FPGAs) [18]. Real-time execution semantics
is implemented with this method.

The problem of the implementation of loops is however
still unresolved : it makes static analysis on the score harder,
since we hurt the reachability problem.

3. THE OSSIA PARADIGM
3.1 Presentation

OSSIA (Open Scenario System for Interactive Applica-
tions) is a research project, presented in [19] and funded by
the french agency for research (ANR). Its goal is to devise
methods and tools to write and execute interactive scenar-
ios. The two main objectives are to provide a formalisation
for interactive scenarisation and seamless interoperability
with the existing software and hardware. This paper will
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focus on the interactive scoring part, the interoperability
being provided by the Jamoma Modular framework [20],
which allows the use of multiple protocols, such as OSC
or MIDI.

When comparing with the previous approaches for in-
teractive scores (Acousmoscribe, Virage, i-score 0.2), the
OSSIA project tries to follow a “users first” philosophy :
the research work is shared and discussed with artists, de-
velopers, and scenographers from the musical and theater
fields, and their use case serve as a basis for the focus of
the research. They are in turn asked to try the software and
discuss about the implementation.

For instance, in the previous studies of interactive scores,
a mapping had to be done between the theoretical founda-
tion (Petri nets, temporal constraints...) and the domain
objects with which the composer had to interact. This has
led to mismatches between the representation and the exe-
cution [17] of the score. The most prominent problem was
the inability to express cleanly multiple synchronized con-
ditions, and to route the time flow according to these condi-
tions. The formalism also did not allow for boxes directly
following each other in a continuous manner, and always
required the existence of a relationship between them. In-
stead, in the OSSIA project, we tried to conceive high-level
concepts that would allow a composer to easily write an
interactive score, build a software over these concepts, and
then implement them on the basis of the formalisms pre-
sented in part. 2.4.

The main concepts of interactive scores can be grouped in
two categories: temporal elements and contents. The tem-
poral elements (scenarios, instantaneous events, temporal
constraints, conditional branching and hierarchy) allow to
create the temporal and logical structure of the scenario,
and the contents (states and processes) allow to give actual
control over several kind of processes.

3.2 Temporal elements

In order to allow the composer to write interactive con-
ditional scores, it is necessary to provide temporal con-
straints, to allow at least a partial ordering between the
different parts of the score. This is done using four base
elements : Node, Event, Constraint and Scenario. A Node
(Time Node) represents a single point in time. An Event
describes an instantaneous action. A Constraint describes
the span of time between two given Events. Finally, the
Scenario structures the other elements and checks that the
temporal constraints are valid and meaningful.

3.2.1 Scenario

A Scenario is defined as an union of directed acyclic graphs.
The vertices are Events and the edges are Constraints. The



(a) A Node with two Events, one with a trigger, and one
without

(b) A rigid constraint between two events. Minimum and
maximum duration of the constraint are equal ; the date of
the end event is fixed with regards to the date of the start

event.
o .

(¢) A constraint with a non-null minimum and a different,
non-infinite maximum

(d) A constraint with a non-null minimum and an infinite
maximum

(e) A constraint with a null minimum and an infinite maxi-
mum. Instead of making the representation heavier by hav-
ing the dashes of the constraint continue indefinitely, we
chose to remove the rake to symbolize infinity.

Figure 3. The OSSIA Graphical Formalism

direction is the flow of time. It allows to organize the other
base elements in time.
Scenarios follow these basic rules:

e A Scenario begins with a Node

e There can be multiple Events explicitly synchronized
by a single Node

o A Constraint is always started by an Event and fin-
ished by another, distinct Event

Events and Constraints are chained sequentially. Multiple
Constraints can span from a single Event and finish on a
single Event, as shown in fig. 7. The operational semantics
of these cases will be described later. This allows different
processes to start and/or stop in a synchronized manner.

3.2.2 Events and Nodes

An Event allows to describe precisely a part of what will
happen in a specific, instantaneous point in the execution
of the score. It is the basic element, to which are further
attached Constraints.

Events can be explicitly synchronized using Nodes. This
means that when an Event is triggered, all the other Events
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E(/z#1) g

Figure 4. Implementation of temporal branching. A, B,C, D, E, F are
Events. B, C, E are on the same Node. C' contains the condition /z = 1
and E contains (/2 = 1) in order to have an if - then - else mechanism.
C and F are evaluated when the constraint between A and B has ended.

on the same Node are also evaluated and instantaneously
triggered (or discarded if their Condition is not met, see
section 3.3.1).

3.2.3 Constraints

A Constraint represents a span of time. Due to the interac-
tive nature of the proposed paradigm, the span can change
at execution time, like a fermata. When the author wants to
allow a Constraint to have a variable duration, he renders it
flexible. This means that the end of the Constraint depends
on the Condition of its final Event.

A Constraint can be activated or deactivated: if it is de-
activated, it will not count for the determination of the ex-
ecution span of its end event.

The graphical representation of a Constraint can change
according to its minimum and maximum duration. The
minimum m’s range is [0; +-00], and the maximum AM’s
range is [m; +00]\ {0}. In the user interface (introduced in
section 4), the duration is directly linked to the horizontal
size and is visible on a ruler.

3.2.4 Graphical formalism

The graphical formalism for these elements is presented in
fig. 3.

The Node is a vertical line. An Event is a dot on a Node.
If there is a trigger on the Event, a small arrow indicates it.
The colour of the arrow can change at run-time to indicate
the current state of the trigger.

The Constraint is an horizontal line that represents a span
of time, like a timeline. If the constraint is flexible, the
flexible part is indicated by dashes and a rake. When there
is no maximum to the constraint, there is no rake.

3.3 Operational semantics
3.3.1 Conditions

Each Event carries a condition of execution, and a maxi-
mum range of time for its evaluation. The effective range
of time for execution is computed by constraint-solving al-
gorithms. For the Event to enter its execution range, all the
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Figure 5. Nested if - then - else using flexible constraints

Constraints that finish on this Event must be between their
minimal and maximal duration.

An Event is executed as soon as its condition evaluates to
True in its execution range. As aresult, the Constraints that
follow this Event are started, and the messages that might
be stored in the Event are sent. Otherwise, the Event is
discarded and all the following Constraints are deactivated.

There is usually a default condition which is “all the con-
straints that explicitly finish on the event have ended”. This
default condition can be replaced or extended. For in-
stance, there can be checks on the arrival of a specific net-
work message, or checks on a remote or local address’s
value with a specific expression, with the following syn-
tax:

e For parameters that can have a value, there can be
comparisons between the values. For instance:

/some/parameter > 35 &&

( /other/parameter != "a string"

|| /last/parameter == true)

e Value-less parameters (akin to bangs in PureData)
can also be used as triggers for the evaluation of ex-
pressions. In this mode, logical operators have a dif-
ferent meaning. For instance:

/some/bang && !/another/bang

will trigger if :

- /some/bang is received, and
— /another/bang is not received within the

synchronization interval.

e This is not to be confused with the comparison with
boolean values :
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/a/val == true &&
/another/val

false

which will trigger when the parameters will both be
set (not necessarily at the same time) to the required
values.

Higher-level operations, like a mouse click on a GUI can
then be translated in conditions on Events, in order to bring
rich interaction capabilities to the software dedicated to the
execution of the scores.

3.3.2 Conditional branching

Branching occurs when, at a single point in the score, two
different executions can happen, which leads the scenario
to distinct states. For example, the classic if - then - else
construct can be implemented by having two Events with
opposite conditions, as shown in fig. 4. It is also possible
to have other cases : for instance, there could be a set of
conditions that would lead to either both constraint, or no
constraint executed. It is also possible to have multiple
constraints with the same condition. Figure 5 presents a
method to instantaneously nest conditions, using a flexible
constraint with a minimal duration of zero. These patterns
can be used as is. However, the authoring software should
provide graphical ways to simplify these common cases,
for instance by not showing the duplicated conditions. This
is not yet done in the current development version of i-
score, which allows its users to author scores using the raw
formalism presented here.

Convergence occurs when we want to synchronize parts
of a scenario that branched previously. The constraint solver
ensures that the durations are coherent during the author-
ing of the score. The execution date of the Node for which
a convergence happens will necessarily be after the mini-
mum of each converging Constraint.

3.3.3 Execution of a Node

In this part, we will first present a high-level algorithm that
explains the general order of execution of a Node. Then,
we will study a particular Node and see how the algorithm
translates into a Petri net that can be executed for this par-
ticular Node.

As we said before in section 3.2.2, Events are attached to
a Node. They are ordered and will be evaluated one after
another according to the algorithm given in fig. 6.

The software guarantees that at a high level, if the com-
poser sets an order, the messages will be sent in this order.
The only delay will be the one induced by the ordering of
instructions in the CPU.

However, it is necessary to be aware that the protocols
used underneath, like UDP which is commonly used in
OSC protocol implementations, might not always have such



Require: We enter the evaluation range for a Node n
if all(n.eventList(), Event::emptyCondition) then
repeat
wait()
until n.DefaultDate
for Event e in n.eventList() do
e.run()
end for
else
repeat
if any(n.eventList(), Event::isReady) then
nodeWasRun < true
for Event e¢ in TimeNode.eventList() do
if validate(e.condition()) then
e.run()
else
e.disable()
end if
end for
end if
until nodeWasRun
end if

Figure 6. Execution algorithm for a Node

strong guarantees. For this reason, and also because it is
not possible to expect network messages to arrive exactly
at the same time, the author can specify a synchronization
time on a Node: it can wait for a brief time after the trig-
gering of another Event in the same Node, in order to let
some time for messages to be received and change the re-
sult of conditional choices. However we don’t have yet a
way to represent this graphically; the idea of a bolder time
node was proposed. The synchronization time can also ex-
press the will to synchronize events at a lower rate, like
two people clapping hands at the same time for example.

Another possibility for the ordering would be to run the
Event whose condition did trigger the time node first, and
This should be a choice left at the
discretion of the score writer.

then run the others.

Figure 7 presents the different branching and converging
cases that may occur, all mixed in a single Node.

3.4 Contents

An Event may contain a State, which contains messages,
and can itself hierarchically contain other States. At a con-
ceptual level, for the composer, a State generally represents
a change of state in a remote or local device, i.e. a discon-
tinuity.

A Constraint also acts as a container: during its execu-
tion, several Processes can be executed in parallel.

The two main Processes are:
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Figure 7. A complete example of Node in the OSSIA graphical formal-
ism. Two constraints converge on the Event B, and three constraints
branch from the Node that synchronizes B, F, G. The durations are al-
ready processed by the constraint solver.

Condp

Figure 8. Petri net for the Node of fig. 7.

The previous Constraints’s minimum duration have to elapse in AB,ip,
CBmins EFmin- When a Condition is validated, a token is put in the
respective place (Condp or Condy); this triggers the evaluation of the
whole Node, unless it was already triggered. The central transition Tsync
introduces a small synchronization delay to allow other conditions to val-
idate if necessary. When an Event’s condition is not validated, a passive
token is instead sent to the following Constraints, which will not trigger
the execution of any process or state, and will simply allow the scenario
to keep going after a failed condition. This is achieved by the Passive
transition.

e The Curve, which allows to send interpolated data in
any protocol available to the software.

e The Scenario, which allows hierarchy to happen seam-
lessly: a constraint can contain a scenario, which can
in turn contain other Constraints.

There can be two possible executions for processes: they
can do something on each tick of a scheduler; or they can
send start and stop signals and behave however they want
in-between.

Processes can share data with the Events at the beginning
and the end of the parent Constraint, by putting them in
specific States.

The API provides ways for somebody to implement his
own processes and use them afterwards in scores.



Figure 9. An example of score in i-score 0.3. Not all the graphical fea-
tures presented here are already implemented.

3.5 Usage as an API

One of the goals of this high-level paradigm is to allow at
the same time, a simple mapping with graphical elements,
clear semantics of execution, and simple translations with
the proven semantics that were studied before, like Petri
nets and Timed Automata. In this way, a composer could
describe his score which could then be translated into a va-
riety of formats that allow for static and dynamic analysis.

This is achieved by writing a C++ API, that allows for

multiple implementations and the use generic programming.

Itisaccessibleinhttps://github.com/OSSIA/API.

It consitutes a kind of domain-specific language, with the
elements that were talked about earlier.

3.6 Implementation in terms of Petri nets

In order to maintain cohesiveness with the previous works
on the field, we chose to represent the temporal logic of
our formalism in terms of Petri nets. The span of time
of the constraints is represented as a transition, and states
are emitted when a token enters a state-containing place.
These places are not represented here because there can be
multiple cases according to the requirements of the writer
of the score: it would for instance be possible to send the
last state either after the default duration of the constraint,
or as soon or late as the condition is validated. It is also
possible to add places and transitions in order to have a
specific behaviour occurs when the maximum duration of
a constraint elapses without triggering.

Figure 8 represents the translation of the Node shown in
fig. 7 into Petri nets. We refer to Constraints by the name
of their start and end Events.

4. I-SCORE: TEMPORAL AND LOGICAL USER
INTERFACES

The API talked about in section 3.5 is being used as the
basis of different projects tied to the interactive scores. The
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dependency graph is shown in fig. 10.
The different sub-projects are:

e I-SCORE, a graphical editor and player for the inter-
active scores. It solves the problem of the display,
edition and interaction with simultaneous elements
of the interactive scores. Its current development
version (0.3) is available at (https://github.
com/OSSIA/i-score).

e J.SCORE and I-SCORE-CMD: two players for the scores
produced in i-score. The first is an external for Max,
the second is a standalone command-line executable.
Their current version is available in the repository
of the Jamoma project (https://github.com/
Jamoma/Jamoma).

I-SCORE also exposes its own dynamic device in order
to provide some kind of external control at run-time. For
example, the conditions could be changed prior to their
evaluation, in order to set them in advance at true or false
according to events that might have occurred previously
during the execution of the score.

The current version (0.2) of I-SCORE, shown in fig. 2,
relies on the idea that relations are used to separate boxes.
At the time of writing, the upcoming version (0.3, shown in
fig. 9) is able to create constraints, events, and nodes using
the graphical formalism that was presented in this article,
and can play and export these scores so that they can be
played on the other software of the suite. It also allows
a primitive form of collaborative edition of scores on a lo-
cal network, and the authoring and execution of distributed
scores is currently being studied. Distributed scores would
allow for instance to have a part of a score run on a com-
puter, and another part run on another computer.

i-score 0.3

_)I
D

[ i-score-cmd ] [ j-score

T lati

OSSIA API |«
formats

T

JamomaScore

API toolkit

:

i-score 0.2

Figure 10. Diagram of the different components of the OSSIA project

S. CONCLUSION

We presented in this article a new interactive score seman-
tic that allows the conception and execution of conditional
scores. This semantic is thought of as a mapping into well-
known formal models, such as Petri nets, Timed Automata,
and Reactive languages: it is meant to be easily under-
standable and usable for the composer.



However, in order to achieve more expressive power, we
still need to find a way to implement loops. Two approaches
are currently being studied: one using a Loop process, and
another using a concept of goto; once one is chosen, we
will try to find a relevant graphical element to present it.

Furthermore, there could be some interest in the speci-
fication and implementation of variables, which could al-
leviate the need for an adjacent software like Max/MSP to
perform complex logical computations. This would maybe
pave the way towards a time-oriented Turing complete pro-
gramming language, with a simple graphical representa-
tion which would allow composers to write complex scores
in an understandable way. Another track is the imple-
mentation of an audio engine, for instance by embedding
FaUST®, in order to be able to produce sound directly
from i-score. The relevant parameters would then be ex-
posed and controlled within i-score.

The next step for the graphical formalism is to make us-
ability studies in order to find the most convincing interac-
tions in the authoring software for the composers.
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ASIGN TO WRITE ACOUSMATIC SCORES
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ABSTRACT

This paper aims at describing an approach meant to build
a sign adapted to acousmatic music and based on reduced
listening. The sign, to be efficient, must obey to a certain
number of requisits: precision, ergonomics, relevance... It
must be both easy to use and able to create relations
between sounds. A simple description of their qualities is
not enough: it must be able to create or analyse sound
compositions and structures, such as instrumental scores.
To fulfill this purpose, it must be able to give each sound
a value, in a saussurian meaning of the word. | will try to
show the genealogy of my sign, how I took elements of
reflexion from musical knowledge, linguistics, semiotics
and aesthetics. From there | deduced the concept of
minimal unit of sound applied to electroacoustic music
and | created a sign combining symbols to describe its
features. I'll show how | have reorganized sound
parameters described by Schaeffer and how this sign
works. At last, 1 will show the possibilities of writing
scores sound by sound and I'll show two kinds of
analysis: the analysis of a pure acousmatic work from a
formal point of view and the analysis of a work for tape
and instruments both from a formal and a symbolic point
of view.

INTRODUCTION

In the middle of the twentieth century, the concept of
reduced listening by Pierre Schaeffer and his description
of sound based on perception parameters was a real
revolution. But if this description, which is to be found in
the TARSOM, was really new and interesting, it could
not be used for composition or analysis because of its
complexity and because there was no system to create
relations between sounds. The classification he done in
the TARTYP did not really describe sounds: it only
established a typology. Lasse Thoresen proposed a
“spectromorphological analysis of sound objects” by “the
introduction of graphic symbols as opposed to letters or
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verbal designations to represent the analysis”. In other
terms, he created a notation corresponding to Schaeffer
sound objects. After Schaeffer, Denis Smalley built a new
approach of the sound based on sound perception that he
called spectromorphology that mainly aimed at
describing a relation between sounds and archetype of
gestures, and at being a help to composition. Manuella
Blackburn translated these concepts in graphic symbols..
Yet in all these approaches, in my opinion, the matter
parameters of sound were not precise enough. It was thus
necessary, looking at the TARSOM, both to simplify
some sound parameters and to complexify others. This is
what | did to build my sign. In this paper, I'll call sign
what represents all the features of a sound, and symbol
what represents only one feature. As a sign is the result of
the combination of several symbols, I'll also call sign
each virtual result of all the results of these combinations
and system of sign both the possibility of these
combinations and the fact that each sign can make sense
with another. Once the sign elaborated, | separated matter
parameters from shape parameters to write scores. | call it
score and not sound representation, for example, because
it is possible to create sounds corresponding to the signs,
like the software Acousmoscribe did (on Mac OS 10.6),
in the same way than instrumental scores. This sign aims

at writing acousmatic scores as tools both for

composition and  musical analysis, from a

phenomenological point of view.
ORIGINS OF THE SIGN

Theoretical origins

TARSOM

Historically, electroacoustic music is linked to P.

Schaeffer's work and his phenomenological approach of
the sound. It is based on the concept of reduced listening,
and the description of the sound that is in the TARSOM.
The TARSOM describes seven criterions of musical
perception (mass, dynamic, harmonic timbre, melodic
profile, mass profile, grain and gait) and nine criterions of
qualification/evaluation distributed in 6 categories (types,
classes, kind, pitch, intensity and duration). These
criterions describe the sound as perceived from a



phenomenological point of view. The TARSOM works
with the TARTYP which aims at fixing acceptable sound
objects. These sound objects are considered from their
beginning to their end.

Linguistics

My sign is based on the concept of minimal unit, or
discreet unit, that comes from linguistics (Benveniste,
Jakobson). It refers to the smaller sonic element that
cannot be divided. For instance, a word can be divided
into syllables, a syllable can be divided into phonemes,
but a phoneme cannot be divided: it is a minimal unit.
This minimal unit is the result of the association of
different distinctive features. As linguistics and music are
dealing with sounds, | applied this method to
electroacoustic music. This way | obtained smaller units
than TARTYP units that can be combined to decribe
bigger units like phonemes can be combined to create
syllables and syllables can be combined to create words. |
called electroacoustic sound minimal unit phase and
bigger units entity or group. The distinctive features of a
phase are the sound features that are described in the
TARSOM, and that | reorganised.

Another idea | took from linguistics to build my sign is
to use a small amount of elements to create a great
number of combinations. One can write several thousands
words with only twenty six letters. This way, it prevents
from having to memorize a great number of elements and
it is easy to use them.

Ch. S. Peirce Sign Theory

Peirce defined a sign as a triadic relationship between the
object, the representamen and an its interpretant. Only
considering the relation between the representamen and
the object, he established three kinds of relation: icon,
index or symbol. | wanted my sign to be easy to read: on
the one hand, | used iconic representation every time |
could because it is very easy to understand it: for
example, concerning dynamic profile, pitch increasing or
decreasing and gait. On the other hand, in its symbolic
part that needs an interpretant and that is more complex
for this reason, | used the same symbols applied to
different parameters of the sound to represent the same
indications: dot means little, dash an dot middle and dash
big, a broken line means random. This way | reduced the
number of symbols one has to remind.

Nelson Goodman's Theory

In his book Languages of art, Nelson Goodman was
comparing notation and art work. According to him, the
characteristics of notation are semantic and syntactic non
ambiguity. In other words, each sign must not be
confused with another, and its interpretant must be clear.
Other conditions are syntactical and semantic disjuncture.
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It means that a sign or a meaning must not have
something in common with another. To aim these goals, it
is necessary to avoid analogic representation. This is the
reason why, for example, a small gait is represented by
one curve and not by a small curve, a meddle gait by two
curves and not by a meddle curve, and a big gait by three
curves and not by a big curve.

Temporal Semiotics Units

The morphological description of Temporal Semiotics
Units often describes a certain number of “phases”. That
means that a big sonic unit can be constituted by several
small units and that each small unit has a value, like it has
in linguistics. These phases can be a process concerning
one sound parameter, or concerning several sound
parameters at the same time. In fact, the idea of musical
minimal unit was born from a research that was aiming at
transforming these analytic tools in compositional tools®.

Music Theory Notation

Of course, the music theory notation offers an excellent
example of music notation: it is clear and as simple as it
can be. It also uses minimal units and tries to indicate the
most important features to realise sounds or analyse
score. In a certain way, it is an open system because it
allows to add any sort of indication. The simplification of
the sound reduced to pitch and rhythmic parameters do
not prevent any other precision. The keys and key
signatures allow to avoid the repetition of what does not
change, and they are very ergonomic.

Simplification Of TARSOM's criterions
Criterions of Musical Perception

In order to create a sign quite simple to read, | reduced
the seven criterions to four profiles: concerning criterions
of form, | established the dynamic profile and the
rhythmic profile. Concerning criterions of matter, |
established the melodic profile and the harmonic profile.
One finds here the four traditional dimensions of sound.
The term of profile refers to three kinds of processes:
augmentation, diminution, or stability which is a
particular kind of process but not the only one. Why and
how has the modification of Schaeffer criterions been
done? In TARSOM or TARTYP, Schaeffer is describing
sound objects constituted by several phases. Yet, |1 was
interested only in one phase sound objects, but I took into
account all of the possible variations. Schaeffer had
already described melodic profile and mass profile. He
put them in the category of criterions of sound variations.
The TARSOM establishes seven categories: three

! Di Santo, Jean-Louis, “Composer avec les UST”, \Vers une sémiotique
générale du temps dans les arts, Actes du colloque "Les Unités
Sémiotiques Temporelles (UST), nouvel outil d'analyse musicale :
théories et applications", Sampzon, Delatour, 2008



categories regarding the sound itself (mass, dynamic,
harmonic timbre), two categories regarding variations
(melodic profile and mass profile) and two categories
regarding maintenance (grain and gait). If one looks at
the column two of the TARSOM, one can read on the
“timbre harmonique” line: “lié aux masses” (linked to
masses), and comparing the masse line to the timbre
harmonique line, one can almost see the same
classifications. Thus | merged these two criterions into
harmonic profile in order to simplify them. In the same
way, always considering the column two, the
“dynamique” and “profil de masse” lines are very similar
and I merged them into “dynamic profile”. However
Schaeffer was mostly describing two phase profiles:
following the concept of minimal unit which is based on
a unity of process, | only considered one phase processes.
Here too, still taking into account one phase processes
and adding the stability that was missing, | kept the
“profil mélodique” line. I also transformed the column 8
(impact) into “rhythmic profile”, with the caracteristics of
slow, moderate and fast that are in the TARSOM, and |
added the processes of accelerando, of rallentando and
irregular. The rhythmic profile refers both to the internal
speed of a sound and to iterative processes of the same
sound. This way, the four traditional musical criterions
were redefined. At last, | respectively linked maintenace
criterions (grain and gait) to dynamic profile and melodic
profile. However some criterions can be linked to some
others: the rhythmic profile, that describes speed
variations, can be as well applied to iteration or gait. The
gait also often refers to melodic profile that contains the
idea of pitch, thus also the caliber, which is the difference
between the lower and the higher frequency of the sound.
Grain is a particular variation that is applied to the
dynamic of sound. This way, some criterions that
disappear from the seven Schaeffer criterions reappear
applied to the four profiles.?

Criterions of Qualification/ Evaluation

As shown above, some of them are integrated to the four
profiles. The categories of species are integrated as
quantities: small, middle, big or random. The concept of
random or irregular is very useful when some processes
are changing quickly in different ways: for example to
describe the sound of creaking wood which is sometimes
fast and sometimes slow.

Number Of Phases Of The Sound

In the TARSOM or The TARTYP, sounds can have
several phases. For the reasons | explained above my sign
describes sounds phase by phase. Phase refers to any kind
of sound, whatever its duration is, featuring the same

http://www.ems-network.org/IMG/EMS06-
JLDSanto.pdf, p. 4-5
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process (this process commands the same modification or
non-modification of the sound and can be applied to
intensity, pitch, timbre or rhythm). Phase is the name |
gave to the minimal electroacoustic sound unit. This way,
one obtains 4 profiles that will be described later. Profile
is here the name of distinctive feature.

Complexification Of Mass/Harmonic Timbre

I merged the schaefferian Mass and Harmonic Timbre
into the term of harmonic profile (in my sign, the species
of mass are mainly linked to melodic profile). The
harmonic profile concerns the very matter of sound,
which does not depend on pitch, dynamic or other
criterions about form. Schaeffer determined seven
categories of sound considering this parameter (son pur,
son tonique, groupe tonique, son cannelé, groupe nodal,
neeud and bruit blanc). “Son pur” is sine curve, and “bruit
blanc” is white noise. They will not be taken into account
here, since they do not vary (except sine curve which
pitch can vary depending on its height, which is not our
purpose here). Thus five categories of sound remain.
Their description, being very large, is very imprecise,
even if the number of categories is increased by the
distinction between “simple” sounds and groups.
According to Schaeffer, these five categories can be rich
or poor. In EMS 11, in New York, | suggested to increase
these categories®. | determined three categories of
homogeneous sounds, that can be rich or poor, and three
categories of hybrid sound that can be rich or poor too.
Combining these categories in groups or sons cannelés
(distonic sounds using Thoresen translation), and adding
stable or filtered colours (bright, dark, hollow...), one can
have 40 000 descriptions of harmonic profile

Tonique Inharmonique Bruit
pauvre A A
L ]
simple | Riche /\ 2 5 ]

Figure 1 : Homogeneous sounds. The dash on each side of the symbol
always means rich. It will be the same, of course, concerning hybrid
sounds.

®http://www.ems-
network.org/IMG/pdf EMS11 di santo.pdf



Hybrid sounds will be represented as below:

pauvre " ) )
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Figure 2 : Hybrid sounds. A hybrid sound is a sound that haves features
from two homogeneous categories. For example a fly sound has features
of tonic sound and features of noise. Thus it is represented by a line
(tonic sound) made of dots (noise).

The twelve simple signs described above will be used
to build all the other signs, and particularly what one will
call “group” and “son cannelé”. One will call “group”
sounds of the same category combined between them. A
group made of homogeneous sounds will be called
homogeneous group and a group made of one or two
hybrid sounds will be called hybrid group. The sign that
represents a group is made of two symbols. The lower
one represents the sound one hears the most (called
fundamental), and the higher one represents the sound
one hears the less or as much as the other (called
harmonic).

groupe 717 :jj J f. ‘././
At I AL

Figure 3: Homogeneous groups. Hybrid groups will be represented
either by a symbol of homogeneous sound and a symbol of hybrid
sound, either by two hybrid sounds symbols.

Tonic Inharmonic Noise
Tonic Inharmonic Noise
fundamental/ fundamental/ fundamental/
Homogeneous =~ homogeneous homogeneous
harmonic harmonic harmonic
. ] Noise fundamental
Tonic Inharmonic  / hyhrid harmonic
fundamental / fundamental/
Hybrid hybrid harmonic Hybrid
harmonic fundamental/
Hybrid Homogengous
Hybrid fundamental/ harmonic
fundamental/ Homogeneous Hybrid
Homogeneous harmonic fundamental/
harmonic Hybrid harmonic
Hybrid
Hybrid fundamental/
fundamental/ Hybrid
Hybrid harmonic
harmonic

Figure 4 : Categories of dystonic sounds.
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If the sounds of the group belong to two different
categories, one will call it son cannelé (for example a bell
sound is made by a first audible tonic sound and a thin
inharmonic halo. Now, tonic sound and inharmonic sound
belong to two different categories, so a bell produces a
son cannelé. This sound will be represented by a tonic
symbol under an inharmonic symbol). In order to have
clearer signs, one will limit the number of symbols to two
by group and three for son cannelé. To build all the
possibilities of son cannelé, one will use the table from
Figure 4.

There are also symbols to describe the “colour” of the
sound, if it is more or less dark or bright. The symbol is a
dot put on symbols of harmonic profile, except for noise
that can't have a colour because of its very rich spectrum.

1

Figure 5 : Seven different “colours” of sound put on the symbol of tonic
sound (the same thing can be done for inharmonic sounds). From left to
rignt: equilibrated sound, strong low frequencies, weak high
frequencies, strong medium frequencies, weak low frequencies, weak
medium frequencies and strong high frequencies. These colours can be
filtered and can change but I don't reproduce the symbols here.

PRESENTATION OF THE SIGN

The all sign is built assembling symbols to describe
minimal untit of sound. Of course, different minimal
units can be assembled to create a higher level of unit,
like in linguistics. These symbols represent the different
profiles of the sound. The concept of profile is very
useful to create a link between the continuity of reality
and the categories without which it is impossible to think.
Basically, the sign represent four profiles. These profiles
correspond to distinctive features in linguistics®.

Dynamic Profile

It concerns the features of intensity variations of sound
(crescendo, decrescendo or stable). It is represented by a
quadrangular or a triangle. The bottom of this figure
indicates speed variations of sound and the top indicates
grain. The sign offers five possibilities of dynamic
profile:

] _~ ™

Figure 6 : Dynamic profiles. From left to right: soft, support, flat,
straight attack, straight truncated attack.

‘http://www.ems-
network.org/ems09/papers/disanto.pdf



If the dynamic profile irregularly varies, a broken line
is added at the top of one of these figures.

]

Figure 7 : Aflat dynamic profile varying irregularly.

Rhythmic Profile

It concerns the internal speed variation of sound or its
speed iteration (acceleration, deceleration or rhythm,
allure or grain’s stability). It is notated by dots, dashes
and dots or dashes at the bottom of the rhythmic profile,
as explained above. If the rhythmic profile irregularly
varies, a broken line is added at the bottom of the figure.
A vertical dash at the beginning or the end of the figure
means rallentando or accelerando.

Melodic Profile

It concerns tessitura (pitch becoming higher, lower or
stable). It is represented by five dots on the left or rignt
side of the figure that represents dynamic profile. The
lower one indicates very low tessitura, the one above, low
tessitura and so on until very high tessitura. A line is
attached to these dots to represent the tessitura of the
sound. This line can be straight and horizontal if the
tessitura is always the same, or can also come up or down
if the pitch increases or decreases. This line is curved if
the sound has gait. At last, this line indicates the caliber
of the sound: a line made with dots if the caliber is thin,
dash and dot if it is meddle, and a dash if it is large. The
same symbols can be applied to a curve. If the melodic
profile irregularly and quickly varies, a broken line is
added at the end of this symbol.

Harmonic Profile

The term harmonic profile replaces the terms of Mass and
Harmonic Timbre in the TARSOM. It concerns harmonic
timbre: richer, poorer or stable. The harmonic profile is
represented by symbols inside the geometrical figure: a
line for a tonic sound, a curve for inharmonic sounds and
a dot for noise. The sound can be homogeneous or hybrid
if it has the features of two different sorts of sound (see
above). Each category, homogeneous or hybrid, can be
rich or poor.

Tonic and inharmonic sounds can have a colour (see
above, EMS11, New York). The sign allows to represent
seven stable colours and fourty two filtered colours.

The combination of two symbols belonging the same
category represent a group (tonic, inharmonic or noise)
that can be homogeneous or hybrid. The combination of
two symbols belonging to different categories represent
dystonic sounds.
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Number of combinations

A complete sign is made assembling symbols on the
different sides of the dynamic profile or putting them
inside.

=

Figure 8: An example of complete sign. The triangle shows the
dynamic profile and means straight attack. The line at the top of this
figure shows that there is no grain. At the left one can see the melodic
profile in a medium tessitura. This full line shows a large caliber ; this
line is curve, that means that there is a gait. This gait is small because
there is only one curve. At the bottom of the figure, dots indicate that
the speed of this gait is fast (rhythmic profile). The broken line in the
rhythmic profile means that this rhythm is irregular. At last, the two
lines inside the figure represent the harmonic profile: they mean tonic
group.

A sign, to be efficient, must be precise. This precision
depends on the number of possibilities it offers. The
Acousmoscribe's sign offers five symbols for dynamic
profile, three symbols for grain and three symbols for
rhythmic profile. Dynamic or rhythmic profiles can be
regular or irregular, thus the number of possibilities is
doubled.

There are five possibilities of stable melodic profile,
ten possibilities describing increasing pitches (from very
low to low, from very low to medium, from very low to
high, from very low to very high, from low to high and so
on...), and ten possibilities describing decreasing pitches.
Of course, all these possibilities can offer irregular
processes. The symbol supporting melodic profile also
represents caliber. There are three possibilities of caliber
and, for each of it, the possibility of being irregular. If the
sound has a gait, the line representing melodic profile is
replaced by one, two or three curves, depending on the
amplitude of the gait.

At last there are three basic symbols for harmonic
profiles becoming six merging different features, and
becoming twelve adding a symbol meaning “rich”. As
already said above, adding the different colours and the
possibilities of groups and dystonic sounds, there are
40.000possibilities of harmonic profile.

The different combinations of all these different
symbols allow approximately five billions possibilities to
build a sign always easy to read.

FROM SIGN TO SCORE

The Acousmoscribe

The first step was the Acousmoscribe, an experimental
software created in 2009 that works on Mac OS 10.6: it



allows the creation of a sign assembling different
symbols that one can choose to represent different
profiles and parameters. The windows have two parts: the
left part represents tracks on which one can put the signs.
The right part is a palette where one can create the sign
assembling the symbols of the different profiles. One can
assemble the symbols to create a sign and then put it in
the tracks. This software was able to generate some
sounds corresponding to the sign.”

Score of Incidences/résonances

The following step was the analysis of Incidences,
résonances by Bernard Parmegiani. A poietic analysis of
this piece has already been made by Ph. Mion, J.J.
Nattiez and J. C. Thomas, and | wanted to compare this
kind of analysis with the transcription | did using my
sign. | called it score because one can create an
interpretation of this work following the indications of
the signs, because each sign can generate a sound with
the same features, even if it is not exactly the same. In
this score each sound has its own track. Matter
parameters that don't change are used as keys, on two
columns at the beginning of each page of the score
(harmonic and melodic keys), and shape parameters are
written on the tracks. | choosed to put sounds in order of
appearance, from the bottom to the top. The analysis of
the harmonic key generated the concepts of soundality
and soundulation, which are the equivalent of tonality and
modulation, in instrumental scores, applied to the very
matter of the sound. This analysis is a purely formal
analysis and the use of the sign allows to unterstand some
processes of composition that are impossible to
understand otherwise, specially the relationship between
the different harmonic profiles of this work. The concepts
of soundality and soundulation were born from this kind
of analysis. What is a soundality? What | call soundality
is a sonic configuration where a majority of sounds, or
the main sounds, belongs to the same category of sound,
referring to the paper | presented at the EMS 11
conference (see fig.. 1 and 2 above). Of course, a
soundulation is a change of soundality.®

® Ibid.
®http://www.ems-
network.org/spip.php?article377

97

e — s o |«

Figure 9 : Beginning of Incidences/résonances by B. Parmegiani.
Matter parameters are put on the two columns on the left: first column
describes harmonic profile and second column describes melodic
profile. Shape parameters, dynamic profile and rhythmic profile are put
on tracks corresponding to each sound.

Score of Six japanese gardens

The analysis of Six japanese gardens, first movement, by
Kaija Saariaho, realised for her nomination doctor
honoris causa of the university of Bordeaux Michel de
Montaigne, enables the analysis of the relationships
between instruments and tape with the signs. Tape and
instruments are considered from a phenomenological
point of view, using reduced listening, and can be
compared: what is different and what is the same, and the
relations between the different sounds. But not only: this
work is obviously a symbolic work and is speaking about
time. The analysis of this work with my sign allows to
study the semiosis, the way the plane of contents works
with the plane of expression. At last, this score also
shows the descriptive goal of this work. Its complete title
is Tenju-an Garden of Nanzen-ji Temple. Looking both at
a photograph of this temple and at the score, it is possible
to see some isomorphisms.

CONCLUSION

The sign | have elaborated for ten years is based on the
reduced listening and describes the sounds from a
phenomenological point of view. It is an open system,
and it is possible to add any sort of annotation. Not only
does this sign system aim at describing sounds, but it also
aims at creating structures where each sound can have a
value, in a saussurian meaning of this term, i.e. where
sound parameters create a relation between each sound to
make sense. It is now precise enough to write scores but,
of course, still can and must be ameliorated.
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ABSTRACT

. . 1. INTRODUCTION
The present paper is a shortened version of the one pre-

sented at the ICMC/SMC2014 [1] where it was demon- Research on  spatialization in  music  dates
strated that SSMN (Spatialization Symbolic Music Nota- from practices in early civilizations through today's con-
tion) research seeks to establish a paradigm wherein OSC temporary output. SSMN investigations concentrate on
(Open Sound Control) [2] and a Rendering Engine allow composers' means of expressing placement and/or motion
a musical score to be heard in divers Surround formats. in space (e.g. Stockhausen, Boulez, Brant), and of more

The research team consists of composers, spatializa- recent methods of graphic representation proposed in
tion experts, IT specialists and a graphic designer. After various research centers (i.e. Ircam’s OpenMusic [3] &
having established a taxonomy identifying and classify- Antescofo [4], MIM’s UST [5], Grame’s ‘inScore’ [6]).
ing spatiality of sound with associated parameters, open During the past decade certain composers using WFS [7]
source software is being developed and tested by practi- ~ and Ambisonics [8] pointed to the need of musical nota-
tioners in the field. Composers, utilizing dedicated graph- ~ tion wherein graphic symbols and CWMN (Common
ic symbols integrated into a score editor, have full control Western Music Notation) could coexist on a time line
over spatialization characteristics. They can audition the ~ @along with audio rendering.

results and communicate their intentions to performers

(i.e. conductors, musicians, dancers, actors) as well as to 2. DEFINING A SPATIAL TAXONOMY

all participants in the chain from rehearsal to perfor- The SSMN Spatial Taxonomy is an open-ended system-
mance. atic representation of all musical relevant features of

SSMN capitalizes on time-based phenomena: choreog- sound spatiality. It is organized as follows: basic units of
raphers can combine and synchronize sound and body the SSMN Spatial Taxonomy are called descriptors, i.e.
movement; installation artists can program interactively room descriptors and descriptors of sound sources. De-
visuals with audio manipulation; film and video can be scriptors can be simple or compound and are assumed to
enhanced with 3D sound effects and spatialized scores. be perceptually relevant. Simple descriptors denote all
SSMN focuses not only on musical composition, other single primary features relevant to sound spatiality and
performing and media arts or even game interaction de- can be represented as symbols. Compound descriptors are
sign, but is useful in academic contexts such as profes- arrays of simple descriptors used to represent more com-
sional training in conservatories and in musicological plex spatial configurations and processes. Structural op-
research addressing the perennity of spatialization in erations and behavioral interactions can be used to trans-
early electroacoustic music. form elements previously defined using descriptors or to

generate new elements. Descriptors are progressively
being implemented in the project when proven to be of
general user interest. Although the taxonomy is classify-
Copyright: © 2015 Emile Ellberger et al. This is an open-access article ing and describing sound in a three-dimensional space,
distributed under the terms of the Creative Commons Attribu- some objects and symbols are, for practical reasons rep-
resented in two dimensions. As this taxonomy contains a
very systematic vocabulary it proves to be useful for
other research projects related to 3D Audio currently
under development at the ICST. To assure the validity of

tion License 3.0 Unported, which permits unrestricted use,
distribution, and reproduction in any medium, provided the original

author and source are credited.
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concepts within this taxonomy, the SSMN team has un-
dertaken the task of testing perception of sound spatiality
elements both in 2D and 3D mode, with key questions
being what can be perceived or not, and under which
conditions.

3. CREATING GRAPHIC SYMBOLS

In accordance with the SSMN Spatial Taxonomy re-
quirements, a basic set of symbols was researched and
designed with the primary criteria requiring clarity, legi-
bility and rapid recognition. Equally, the choice between
symbolic or descriptive designs becomes particularly
relevant. Thus, the SSMN Symbol Set synthesizes both
approaches. Depending on the requirements of a musical
composition, spatialization information can be very com-
plex; configurations consisting of simultaneous trajec-
tories with varied types and durations require transmitting
elaborate 1/0O data that must be readily understood and
communicated to all in the chain from creator to per-
former to sound engineer. Communication between the
target users is simplified with SSMN: the symbols could
be common to various types of outputs (score, cue sheet,
sound design, video editors) and the associated rendering
parameters can be freely edited in available and future
tools. They can also be used in remastering situations,
preparation of audio tracks for video games, 3D cinema,
surround radio broadcasting, theater productions, chore-
ography and installations.

The symbol set

The SSMN Symbol set and subsets are organized so as to
be easily inserted in a GUI (Figure 1). In order to facili-
tate the use of the SSMN symbols and their introduction
into the musical score five categories of symbols related
to the following aspects are defined:

— Physical performance space characteristics
(geometrical form, size, reverberance, in-
side/outside)

— Initial physical placements of performers, mi-
crophones, loud speakers and objects

— Localization and quality of sound sources
(acoustic and projected audio®)

— Trajectories and/or displacement of sound
sources, microphones, loud speakers, and ob-
jects whether individually, in groups or more
complex configurations (sound clouds,
planes, surfaces)

— Inter-application communication possibilities
and protocols (OSC, MIDI) as well as inte-

! Acoustic audio refers to the natural sound of instruments whereas
projected audio refers to sounds coming from loudspeakers.

gration with external programming environ-

ments.
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Figure 1. Extract of SSMN symbols set.

4, IMPLEMENTATION OF MUSESCORE_SSMN

The notation editor MuseScore was chosen due to its
Open Source characteristics and its OSC communication
possibilities, i.e. on/off/play/pause/next/. The SSMN
implementation now allows all parameters and values of
the symbols to be transmitted to target software within
the tool set and equally receive data for control. Symbols
are organized into palettes and menus according to
SSMN categories, classes and functions. Once placed in
the score, an Inspector window displays user-defined
rendering parameters and flags specific to each type of
symbol. A 2D/3D radar view displays the activity of the
spatial movements from a selected note to another, or
over a section of the score. Clicking on a symbol in the
score allows seeing the entire trajectory in the radar.
Several templates have been designed to facilitate format-
ting various score-types. The user commonly places
SSMN symbols on any instrumental staff; nonetheless, a
dedicated SSMN Staff can be utilized to transmit spatiali-
zation data as well as OSC messages, independently of
notation, to any software with OSC functionality (Fi-
gure 2).
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Figure 2. MuseScoreSSMN example:
symbol — score — parameters — radar



5. INTER-APPLICATION COMMUNICATION

The use of OSC (Open Sound Control) possibilities al-
lows messages to be directed to various target software
modules.  Typically, spatialization data  from
MuseScoreSSMN flows to an audio renderer-engine
capable of spatializing in various output formats, e.g.
Ambisonic B-Format, WFS, multi-channel encoded audio
files. OSC messages and RAW data are also routed to
DAW (Digital WorkStation) or to programming envi-
ronments (e.g. SuperCollider, C-Sound, MaxMSP.) At
this  time  exporting possibilities  include  Mu-
sicXML and SVG.

6. DEVELOPING THE RENDERING ENGINE

Compatible with the Open Source Initiative for standard-
ized Max/MSP Module, the SSMN Rendering Engine has
been engineered to allow real-time spatialized audio
rendering and visual feedback for all SSMN activity.
Functionalities include OSC routing over UDP ports, and
user control of encoding and decoding in various formats;
the user determines speaker configuration, designs the
distance characteristics and is able to select effects such
as reverb, air absorption, and Doppler. All audio activity
can be saved and reopened in common audio file formats.
Real time visual feedback allows the user to monitor
single or multiple trajectories and sound placements in
2D/3D. An AUAmbi plug-in allows communication with
audio software that have AU implementation. In order to
facilitate overall OSC control, a set of descriptions were
created that would allow multiple cross-application
communication, also adaptable to other protocol context
such as SpatDIF and MusicXMuse-SoreML (Figure 3).

RENDERING-ENGINE

Ly
ssmn

Figure 3. SSMN Rendering Engine main screen.
7. TWO CASE STUDIES

Urwerk by Vincent Gillioz

A first SSMN case study consisted of a film score, which
revealed the combining of instrumental notation with 3D

101

spatialization effects to be integrated into 3D cinema.
Here a score for 9 instruments and electronics was origi-
nally notated in a popular score editor. Initially the com-
poser created his personal symbols and spatialization
annotations, but was limited to hearing the results in a
stereo version. He now exported his score in MusicXML
format (notation only), and imported it into Muse-
ScoreSSMN utilizing the SSMN spatialization symbols.
Then, the composition with accompanying audio files
was rendered in B-Format onto an Ambisonic speaker
system. Having been able to audition the impact of the
sound motion, he could consequently edit and modify
various parameters of SSMN symbols to his taste and
allow for more coherent musical effects. Interestingly,
Gillioz had little experience in spatialization at first and
began by creating erratic sound movements — skips and
wide jumps at 8thnote-120BPM rate. His esthetics
obliged him to modify the displacement rate (speed and
distance). Having mastered the process, he modified the
score as necessary and gave us precious feedback.?

CHoreo by Melissa Ellberger, choreographer

CHoreo was a simple case study demonstrating ad-
vantages in using SSMN within a rehearsal context. A
choreographer trained performers wearing portable loud-
speakers to move along trajectories in a hall. Sound files
projected from the portable loudspeakers accompanied
the body movements. In play mode, MuseScoreSSMN
triggered sound files transmitted to the SSMN Rendering
Engine, all the while sending streams of OSC data con-
trolling the 3D spatialization process. The performers
could execute their roles by following the printed
MuseScoreSSMN; the learning process prior to an actual
public presentation was greatly facilitated (Figure 4).
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Figure 4. CHoreo trajectory score.

Urwerk score/renderer/qtmovie (binaural version) can be accessed at
http://blog.zhdk.ch/ssmn/movies/



8. CONCLUSION

At this stage of the “work-in-progress” of SSMN, its
basic workflow is optimized for the user case in which
notation for instrumental music (often incorporating live
electronics) is introduced into a music editor and spatial-
ized audio rendering is a requirement. Other user cases
include the additional use of audio files managed within
DAW software. SSMN equally targets state of the art
venues, namely 3D cinema (with a great need for encap-
sulating height information into surround systems), 5.1
radio and web-based broadcasting (video, music and
radio theater productions), choreography notation, artistic
multi-media and interactive installations, surround CD,
DVD and Blu-Ray market, as well as game design.

An SSMN user group provides inestimable feedback.
Questions that are continuously taken into account con-
cern the type of strategies adopted, their usefulness, the
choice of symbols, the clarity and speed of recognition,
the flexibility offered by the tool set and overall user
friendliness. Performers and audio engineers note that
they find useful features that allow them to consult both a
printed version of the score containing the SSMN sym-
bols as well as its electronic version allowing rendering
the symbols in an active timeline.

The potential of the prototype was also tested with
several choreographers and their composers at Tanzhaus
Zurich. Results of the SSMN project have been incorpo-
rated into the composition curriculum at the Zurich Uni-
versity of the Arts and have been presented at the Haute
Ecole de Musique of Geneva. The actual experience with
the composers, interpreters and composition students has
shown that they have experienced increased awareness of
spatialization possibilities within their own creation pro-
cess and developed an augmented spatial listening acuity.
A future SSMN goal addresses developing awareness of
spatialization through pedagogical interactive software
for all school ages as well as for pre-professional music
education. There also appears to be a need within musico-
logical research for archiving and assuring the perennity
of electroacoustic music, transcribed with symbols for
study purposes. It is also expected that the SSMN project
will contribute to generating a sustainable impact on
creative processes involving three-dimensional spatializa-
tion.

Further aspects are also being investigated such as the
integration within the MusicXML protocol and SpatDIF
compatibility (Peters, Lossius and Schacher 2013). The
SSMN tools set and documentation are available to the
scientific and artistic communities via a website that has
been setup to document project results, distribute the
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software, and receive user input.®> The SSMN workflow is
shown below (Figure 5).
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Figure 5. Basic MuseScoreSSMN 1/0 workflow.
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ABSTRACT

In 2014, the author set out to expand the notational poten-
tial of their generative music systems to be performed by
the Rensselaer Orchestra in Troy, N'Y. The experiments re-
sulted in the use of several networked Raspberry Pi devices
delivering a realtime, generative Animated Music Notation
to subsections of the live orchestra during performance.
This paper outlines the structure of the piece, Accretion;
the technical details of its implementation; and the pos-
sibilities presented by using the Raspberry Pi to deliver
scored materials to performers. Ultimately, the paper seeks
to make a case for adopting the Raspberry Pi as a power-
ful device and method of distribution/performance of Ani-
mated Music Notation.

1. INTRODUCTION

This paper describes the author’s composition for orches-
tra, Accretion, and the technological developments that en-
abled the creation and performance from an Animated Mu-
sic Notation (AMN). Accretion is structured around tech-
niques and structural schemata derived from granular syn-
thesis. The term accretion refers to the formation of a thing
by means of some attraction, perhaps gravitational as in the
case of the formation of celestial bodies like planets, stars,
and nebulae. This process works as a sufficient metaphor
for the kinds of interactions, including granular synthesis,
that the author has previously implemented in electronic
and electroacoustic compositions. With granular synthe-
sis, sounds that are near imperceptibly short can be over-
lapped in very high densities to produce particular sonic
textures to emerge. The piece Accretion is a translation
of these electronic idioms into the context of the acoustic
orchestra.

The realtime generative systems comprising my previous
Copyright: (©2013 K. Michael Fox et al. This is an open-access
article distributed under the terms of the Creative Commons
Attribution 3.0 Unported License, which permits unre-
stricted use, distribution, and reproduction in any medium, provided the

original author and source are credited.
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work have diverse inspirations, origins, and implementa-
tions. However, Accretion explicitly seeks to incorporate a
previously unused feature: rendering the internal interac-
tions of the generative system into scored material that is
performed in realtime by an ensemble. The opportunity to
write for an orchestra posed that significant challenge in re-
altime notation. In order to translate these techniques from
the realm of microsounds to the timescales and context of
the orchestra, a custom AMN was designed. I set about to
design a system that used the kinds of compositional meth-
ods I enjoy in the digital realm and rendered them legible
(and with the utmost specificity) to the orchestra.

Gerhard Winkler, describing his own work towards re-
altime generative notation for ensembles, has emphasized
the benefit of removing as much of the simulation hard-
ware from the stage as possible [1]. However, it was clear
that using a single screen was neither ideal nor practical.
The projected image, for an ensemble the size of an or-
chestra, would have have to be impractically large to leg-
ibly display all necessary player parts. Additionally, the
projection would either have to be positioned behind the
audience, or the orchestra would have to face away from
the audience. The solution I developed divided the score
into four different screens; networked and synchronized
these screens with a master simulation; and, positioned
these screens in such a way that was unobtrusive to the
audience while remaining legible to players up to 10 me-
ters away. With these challenges in mind, I consulted other
works using networked devices, screens or processes, in-
cluding those described by Winkler [1], Jason Freeman’s
LOLC [2], and Decibel Ensemble’s “Score Player” [3].
The Raspberry Pi (RP1) was affordable and flexible enough
as a platform to realize these goals, and I adopted the de-
vice as a way to enable the compositional goals I had es-
tablished. The rest of this paper describes the process of
moving from compositional intent to functional Animated
Music Notation design, its technological implementation,
and future trajectories for the system.



2. ACCRETION

My compositional intentions with Accretion required each
section of the orchestra to act independently of the others,
facilitating the coordination of instrumental articulations
into clouds where each event had a seemingly arbitrary
timing. The components and structure of the piece, being
derived from granular synthesis, relied on events happen-
ing in absolute time, as opposed to subdivisions of metrical
time based on tempo. Coordination of these events, then,
form clouds or clusters that are partially identified by their
densities. However, since the instruments playing these
sound grain-like notes are resonating bodies activated by
humans, there are three additional components introduced:
pitch, playing technique and articulations, and dynamics.
Together, these components formed the main design con-
siderations of the simulation system, programmed in C++
with openFrameworks.

2.1 Time & Pitch

The generative software system created “events” of two
types: singular or durational. The singular events were
realized as the shortest possible articulation of a note the
instrument. Durational events, on the other hand, could be
long sustained notes or collections of staccato notes occur-
ring in a strictly defined time duration. Both event types
consisted of a single pitch assigned at the time of gener-
ation. These pitch assignments are determined by an ac-
tive “global” pitch class, constraining all instrumental parts
to a pre-defined harmonic space, specifically the octatonic
(WH) scale and the whole-tone scale.

Durational notes had an additional property when com-
prised of collections of short notes. These staccato notes
were to be articulated as fast as possible at the prescribed
dynamic. The resulting effect is a slightly asynchronous
timing for the events resulting from the mechanical nature
of the action and the limitations of the human body. This
led to subtle emergent variation on the overlapping pat-
terns of coexistent events, which was further amplified by
the use of different playing techniques.

2.2 Technique

For each player part, divided by instrument sections, the
events were assigned articulation techniques idiomatic to
the instruments. Because the orchestra was comprised of
student players, I limited the techniques to those that they
would feel comfortable and confident performing (i.e., not
extended). A string instrument could perform events as
one of: arco, pizzicato, col legno tratto, col legno battuto,
staccato, or tremolo; while winds would more uniformly
play events legato.
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These techniques would be assigned to each event as that
event was generated and could apply to different event types
in different ways. For example, col legno battuto for a sin-
gular event would be realized as a single strike of the bow,
while the durational event using col legno battuto would be
realized as multiple strikes of the bow over the course of
the specified time duration and articulated as fast as possi-
ble.

2.3 Dynamics

In the case of singular events, a single discrete dynamic is
generated (as there is only one short note played). Dura-
tional events, however, are assigned continuous dynamics
that vary over the time duration of its articulation. Whether
the durational event is a sustained note or a collection of
short notes, these are contained within a the continuous
dynamic envelope that makes each moment of that event
vary in volume, intensity, and timbral quality.

Dynamic envelopes for these durational events were based
on the Attack, Decay, Sustain, and Release (ADSR) en-
velopes of electronic sound synthesis. However, abstracted
from the synthesis function, each phase of the envelope can
increase or decrease an Attack phase of an envelope need
not start at zero and can decrease before encountering the
beginning of the Decay phase. The one exception to this
freedom is the Release phase, which will always approach
zero at the end of its duration.

These envelopes are applied to the durational events to
vary the dynamics at any given moment between dal niente
(when possible on the instrument) and fff (available, but
seldom reached). Since dynamic envelope is given to each
durational event, each section of the orchestra is completely
decoupled from the others with respect to crescendi or de-
screscendi. This allows the ebbing and flowing of different
timbres over and under each other in graceful coordination
(or, in reality, lack thereof).

2.4 Notational Framework

David Kim-Boyle has noted that “computer-generated scores,
particularly those that employ real-time animation, create
a heightened sense of anticipation amongst performers, es-
pecially given that performance directive can change from
moment to moment” [4]. Similarly, Pedro Rebelo notes
that there is a delicate balance in animated notations be-
tween representing gestures too literally and too abstractly
[5]. Given these two considerations and the goals of the
piece, I believed that it was important to render the nota-
tion in a form that was reasonably approachable by any of
the performers. Like the use of idiomatic over extended
techniques, I wanted to present the notation for my piece
which functionally achieved the specific timings and re-
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Figure 1. Reduction of concert score.

sults that I desired while taking the form of notation that
the student players would feel confident reading and per-
forming from. This led to an extension of conventional
notation with meaningfully animated gesture-figures. As
seen in Fig. 1, on the left side of the score, notes for each
instrument’s next or current event were displayed on staves
with accidentals. To the right, the articulation for each in-
strument’s gestures would slide from right to left down a
pipeline.

Using the “playhead” style indicator described by Hope
and Vickery, the articulation point occurs when a gesture
crosses a red line with a downward facing arrow [6] (See
Fig. 3). For singular events, the dynamic of the articulation
is featured as a small circle that is vertically bisected by a
black line (See Fig. 4). The performers were coached to re-
gard the center of this circle both as the “dynamic value” of
the note and as the point of attack as it passed through the
playhead indicator. Thus, as the circle passes the playhead
a note at the pitch specified on the staff is articulated with
the specified technique (described below) at the dynamic
corresponding to the height of the circle’s center point. For
durational events, the dynamic is read as the height of the
top of the envelope at the point where it is currently inter-
secting the playhead. In either case, the vertical range of
the envelope pipeline is listed on the score as dal niente at
the bottom and fff at the top. Most instruments were ex-
pected to perform dal niente as the quietest dynamic they
could possibly play.

Since all durational events approach dal niente as they
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fff

dal niente

Figure 2. Playhead notational indicator.

fff

dal niente

Figure 3. Termination of durational event.

conclude, the final moment of these types of events was
initially very ambiguous. Because of the specificity that I
was seeking with the score, I added a vertical line to clearly
demarcate the termination point of these envelopes. To dis-
tinguish the function of this line from the line that is con-
nected to singular events, the termination point featured
an upward-pointing triangle at its top that is clearly distin-
guishable from the circle (of the singular event). Similar
to the singular event, the performers were coached to in-
terpret the top-most point of the triangle as the point of
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Figure 4. Singular Event.

Figure 5. Durational event envelope.

contact as it passes the playhead. This helped to cue events
such as that pictured in the Fig. 3, where a part stays at dal
niente for a long period of time (seemingly absent).

Initially, the technique was placed above the notes on
the stave, as would be expected on a more traditional pa-
per score. However, rehearsals demonstrated that much
more consistent attention was required for the dynamic en-
velopes, and the techniques were more effectively executed
when they were rendered with the envelope to which they
referred. This resulted in envelopes that are rendered with
their respective technique also moving down the pipeline
directly above their leading edge.

3. RASPBERRY PI AS NOTATION RENDERING
CLIENT

The most critical point in understanding the notation ren-
dering system is the distinction that the notation itself is a
front-facing, or front end notational representation of events
generated within a simulation system, or back end. To un-
derstand how the client renders these events, I will first de-
scribe how the simulation system generates events within
Accretion. At a macro-level, the piece is organized around
clusters of events with particular attention to densities of
players, the types of events they are performing (and in
what distribution the types of events appear amongst these
active players), and the dynamic levels of these events.
Within these events, or clusters, the collection of events
are generated much like random grains are spawned within
granular synthesis clouds. Fig. 6 shows a C struct called
automationData that holds the distribution parameters of
the event generation. As the piece progresses, these distri-
bution parameters are updated to vary the density, number
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AutomationData: :AutomationDatal) {
numStates = 8;
@; ff @ for initial state
InitTime = ofGetElapsedTimet();
teDuration = 2@8.; //
gularClusterProb [STRING] = B@; //8-18@ chance for singular event
singularClusterProb [WIND] = B@;

iance = @;
= <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>