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     TENOR 2019 
Cat Hope, Conference Convenor. 

 
These are the proceedings of the 5th International Conference for Technologies of Music Notation 
and Representation (TENOR), the first to be held in the southern hemisphere. It was held in 
conjunction with the longstanding key electronic music conference in Australia, the Australasian 
Computer Music Conference (ACMC). The conference took place at the Sir Zelman Cowen 
School of Music and the Ian Potter Centre for the Performing Arts at Monash University Clayton 
Campus, Melbourne.  The Sir Zelman Cowen School of Music hosts around 500 undergraduate 
Bachelor of Music and 20 higher degree students across classical, popular, jazz, composition, 
music technology, musicology and ethnomusicology majors. The school hosts MAMU, a 
significant and extensive archive of musical instruments and artefacts from around the world.  
 
Australia. As the 2018 TENOR conference in Canada did, TENOR 19 hosted the meeting of the 
TENOR Network, an international research collaboration of 16 participating institutions funded 
by the Social Sciences and Humanities Research Council of Canada. The conference themes were 
somewhat inter-related: TENOR had a focus on notation for performance, and ACMC held the 
theme of ‘Seeing the inaudible, hearing the invisible’. TENOR 2019 continued new elements 
introduced in 2018, a separate track with a call for scores, panels and a Performer Lab. The origins 
of the TENOR conference lie in France – the strategic hope that holding the conference in Australia 
was that it would attract more researchers from the southern part of the globe. Gender imbalance 
continues to be an ongoing issue for TENOR, which despite very targeted advertising, failed to 
attract wider participation of women and non gender conforming people, however it was noted 
that more women responded to the call for scores over the call for papers.   
 
TENOR 2019 featured four of Australia’s leading new music ensembles. Speak percussion and 
ELISION ensemble from Melbourne, Decibel from Western Australia and Clocked Out from 
Queensland. A student ensemble, the Monash Electronic Music Ensemble (MEME) was also 
featured, and concerts took place at Monash but also the long running improvisation club in the 
music heart of Melbourne, the Make It Up Club, in Fitzroy. Tours to the Percy Grainger Museum 
and the Melbourne Electronic Sound Studio were offered as part of the conference experience, as 
was a workshop for spatial composers, with the newly installed Meyer Constellation Sound System 
at the Ian Potter Centre for Performing Arts.  A major exhibition of music notation was held at Sir 
Louis Matheson library during the conference, curated by Ryan Ross Smith. The partnership with 
ACMC saw a large number of pieces performed during the conference, over 50 in total, with 12 
concert performances,  4 installations, 12 paper sessions, 5 workshops, 3 panels and a performance 
laboratory, and the program notes for TENOR pieces are included at the back of these 
proceedings.There were two keynotes at  TENOR 19, whose abstracts follows. All talks and 
concerts were recorded and are available on the Sir Zelman Cowen School of Music Vimeo and 
Soundcloud pages where approval has been granted. An important panel opened the conference, 
convened by Professor Aaron Corn and chaired by Aaron Wyatt, saw an open discussion of 
Australian indigenous ideas about relationship to notation, and was followed by an official 
Welcome to Country for the conference. I trust you find these proceedings informative and 
rewarding, a window into the conference experience.                                           . 
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KEYNOTE 1 
Miki Kaneda 

College of Fine Arts, Boston University, USA. 
 
“World Graphic Scores: Performative Technologies of a Transpacific Avant-Garde” 
 
In November of 1962, the critic Kuniharu Akiyama and composer Toshi Ichiyanagi co-
organized An Exhibition of World Graphic Scores at the Minami Gallery in Tokyo. The exhibition 
reportedly drew together over 140 scores by more than forty international experimental artists 
whose practices exceeded the boundaries of traditional institutions. Taking the exhibition as a 
starting point, this presentation offers a historical perspective on the role of graphic scores in 
locating Japan as a meeting place for the transnational avant-garde in 1962. I argue that through a 
new visual language combined with portability and accessibility, the scores served as a 
“performative technology” in the course of producing a new global avant-garde. On a broader 
level, the presentation seeks to raise questions about the centers, canons, and routes of international 
experimental practice since the 1960s that continue to impact musicians today. 
 
 
Miki Kaneda’s research focuses on the transcultural movement and entanglements of race, 
gender, power, capital, and colonial residues in experimental, avant-garde and popular music in 
the 20th and 21st centuries. She has published on topics including the transnational flows of 
experimental music, graphic scores, art and the everyday, and video game sound. Her current book 
project, titled “Transpacific Experimentalism: The Unexpected Collectives of Intermedia Art,” 
uses intermedia (a kind of multimedia art) as a vehicle to examine artistic transactions and relations 
of power through the work of 1960s Japanese and American musicians. She is currently Assistant 
Professor of Music at Boston University.  
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KEYNOTE 2 
Catherine Schieve 

Artist, Australia 
 
“Notation, Reading, and Environment : Re-inventing the world” 
 
I re-invent the world for each new work. I will discuss how in my practice of creating performance 
scores and performance installations, I always investigate a new concept, even a "new way of 
reading and being" each time. A "constant re-inventing from scratch". My methods involve re-
conceiving fundamentals of reading and representation for each work. "The score" is a different 
world each time. 
Two works by Catherine Schieve were performed during the conference. The Australian premiere 
of “Ink Jungle” (1986) was performed by members of Decibel at the formal opening of the 
conference,  and a performance of “Repentistas” (2003), featuring Warren Burt and Erik Griswold 
took place in her keynote presentation. 
 
Catherine Schieve is a multimedia artist, researcher, composer, and writer originally from the US. 
Her academic specialisation is Performance Studies, a field combining anthropology and creative 
practice which she teaches in the Master of Contemporary Music program at Box Hill Institute. 
Among many university posts she was for 10 years an Associate of the Bard College (New York) 
Institute for Writing and Thinking, a transformative experience. Recent projects over the past few 
years include: Social Cohesion, Marginalisation and Violent Extremism in Regional and Rural 
Victoria: A Dual Case Study - an ethnographic study for the State of Victoria; Cage 101 
Conference at Universiti Pendidikan Sultan Idris in Tanjung Malim Malaysia - as visiting artist 
she created a suite of documentary photos, videos, and soundscapes and a keynote performance 
experiencing intercultural Malaysia through its sacred and ordinary spaces; as visiting artist at the 
University of Wisconsin, she exhibited a 40-foot long graphic score Shading and interacted with 
local musicians. She creates performance installations with the Astra Music Society in Melbourne, 
most recently new works Experience of Marfa, Earth and Lustre, and  Voices and Serpents (2016). 
Her engagement with performative cultures is lifelong and linked with her artistic practice. Over 
time her work has expanded to explore many environments, faiths and cultures, enhanced by travel. 
She is particularly immersed in divine chant and the creative power of sound, and is an avid 
photographer, soundscape collector, and video artist. Her academic training is at University of 
Texas (BM Hons / MM), University of Iowa (MFA), and University of California, San Diego 
(PhD). 
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3D SCORES ON THE HOLOLENS 
 

ABSTRACT 

The authors describe work undertaken in porting the 3D, 
Max generated score for David Kim-Boyle’s 5x3x3 (2018) 
to the Microsoft HoloLens. The constraints of various net-
work protocols for communicating between Max and the 
Unity 3D platform, with which HoloLens applications are 
built, are discussed and the deployment process from 
Unity to the HoloLens is described. Various optimization 
considerations are outlined, and the paper concludes with 
a discussion of feedback from performers and a brief ap-
praisal of some of the unique aesthetic affordances of the 
HoloLens platform. 

1. INTRODUCTION 

5x3x3 (2018), for any three wind instruments, is a work 
featuring a 3D graphic score generated in real-time. Orig-
inally developed in the Max programming environment 
and intended to be read from flat screens, the score pre-
sents a series of three cubic grids of colored nodes con-
nected by thin, colored lines of variable length and curva-
ture, see Figure 1, which gradually merge into a single, 
larger construct as the score develops. Line colors (red, 
green, blue, yellow, white) denote different pitches while 
node color, line length and curvature denote various artic-
ulative, temporal and timbral properties, respectively, of 
the pitches performed.As the three performers explore var-
ious pathways through the score, node positions, and the 
corresponding length of lines connecting them are dynam-
ically transformed. The score of 5x3x3 is also responsive 
to timbral nuance with the spectral content and pitches of 
notes performed by the instrumentalists used to transform 
line curvatures and colors respectively. These various 
transformations provide new musical possibilities for each 
of the three performers to explore.** 

                                                
0  
 

my footnote to get first proper footnote in correct column. 

 

 
Figure 1. Detail from the original Max score for 5x3x3 

(2018). Colored nodes represent different types of articu-
lation of various pitches denoted by colored lines. Per-

formers explore various pathways through the score as it 
is transformed during performance. 

 
The display of 3D graphic notations on two-dimensional 

surfaces presents fundamental constraints [1] for which 
mixed reality devices such as Microsoft’s HoloLens, see 
Figure 2, offer viable solutions. Released in 2016 and fea-
turing an Intel Atom x5-Z8100 1.04GHz CPU, 2GbB 
RAM and a 32-bit OS, the HoloLens presents compelling 
interactive, three-dimensional visualizations and immer-
sive sound to the wearer. While the device is receiving 
growing investigation for its applications in fields ranging 
from medicine to architecture, [2, 3] its use as a tool for 
the creative arts has received less attention although this is 
somewhat unsurprising given the recency of the device. 
For display of the score for 5x3x3 the HoloLens not only 
offers a means of displaying three-dimensional notational 
schemas in a realistic manner, but it also presents new aes-
thetic affordances through foregrounding the physical re-
lationship between performer and virtual image.1    

 

 
Figure 2. Microsoft’s HoloLens. 

1 In February, 2019, Microsoft announced the release of the HoloLens 
2 featuring a faster, Qualcomm Snapdragon processor, a doubled angle 
of view, and greatly improved ergonomics. For the research conducted in 
this paper, however, the original HoloLens device was used. 

  

David Kim-Boyle Benedict Carey 
The University of Sydney 

Sydney, Australia 
david.kim-boyle@sydney.edu.au 

The University of Music and Drama 
Hamburg, Germany 

benedict.carey@hfmt-hamburg.de 

Copyright: © 2019 David Kim-Boyle, Benedict Carey. This is an open-

access article distributed under the terms of the Creative Commons At-

tribution 3.0 Unported License, which permits unrestricted use, distribu-

tion, and reproduction in any medium, provided the original author and 

source are credited. 

 1



 
 

 

2. DATA TRANSFER FROM MAX TO UNITY 

With the original intention of preserving as many of the 
generative processes as possible within the Max environ-
ment, the porting of 5x3x3 to the HoloLens began with an 
evaluation of how various network protocols would sup-
port transferring score data from Max to Unity 3D, the pro-
gramming environment on which HoloLens applications 
are developed and deployed. The score information gener-
ated by the Max patch for 5x3x3 includes the xyz coordi-
nates of nodes, RGBA color values of nodes, xyz coordi-
nates for the terminal points of lines connecting nodes, xyz 
coordinates of curvature control point/s for each line,2 and 
RGBA color values for lines. While some of this data is 
generated and transformed with respect to global time, and 
thus runs independently of performance interpretation, 
data derived from FFT analyses of instrumental timbre is 
used to drive a number of score properties including the 
curvature of lines.  

In the original patch, developed in Max 7, score data is 
rendered to spheres and lines in OpenGL with jit.gl.multi-
ple/jit.gl.gridshape and jit.gl.mesh objects. In initial devel-
opment within the Unity 3D environment, the authors sent 
coordinate and color information for these graphic objects 
to Unity 3D, where they were rendered as 3D objects 
(spheres) and empty objects with line renderer compo-
nents, over a TCP/IP socket via localhost through 
jit.net.send and jit.net.recv objects and use of Bukvic and 
Kim’s Max-Unity interoperability toolkit [4]. Based on 
previous research, [5] the transfer of data via TCP/IP was 
initially thought to offer a quick means of facilitating data 
transfer between Max and Unity 3D despite it not being 
supported as a communication protocol within Unity ap-
plications running on the HoloLens.  

While exploring the TCP/IP protocol, two problems 
were identified with the interoperability toolkit which was 
the basis for the original C# script handling the connection 
between Unity 3D and Max 7. Firstly, the connection be-
tween the server, hosted within the Unity application via a 
subroutine that runs in the update() method, and the client, 
hosted in the mxj object net.tcp.send, would drop after a 
period of time. This may have been caused by calling the 
subroutine from within the update() method which runs at 
the framerate and therefore overloads the thread. Sec-
ondly, the rate at which data could be transmitted using 
this protocol seemed to have an upper threshold that could 
not be adjusted from within the C# scripts adapted from 
the toolkit, which led to bottlenecking and messages not 
being received in a manageable timeframe, see Figure 3. 
For these reasons, the TCP/IP protocol proved not to be a 
viable solution at the time.  

                                                
2 Curves are rendered as both cubic and quadratic Bézier curves.  

 
 

ws.OnMessage += (byte[] msg) => 
string text = Encoding.UTF8.GetString(msg); 
 
 
 
IPEndPoint anyIP = new IPEndPoint(IPAddress.Any, 0); 
byte[] data = client.Receive(ref anyIP); 
string text = Encoding.UTF8.GetString(data); 
 
 
 
var incomingData = new byte[length]; 
Array.Copy(bytes, 0, incomingData, 0, length); 
clientMessage = Encoding.ASCII.GetString(incomingData);  
 

Figure 3. C# excerpts showing from top to bottom the 
endpoints for WebSocket (using WebSocket Sharp), UDP 
(Native support), and TCP/IP (Native support) messages 
for use in score instantiation and transformation methods. 

 

While the WebSocket protocol [6] offered some func-
tionality reducing network overhead, including allow-
ing two-way communication across a single HTTP con-
nection which doesn’t rely on continuous polling, and a 
standardized handshake procedure that ensures a stable 
connection between host and client, as the protocol is built 
on TCP/IP and relied, in the authors’ implementation, on 
the same interoperability toolkit scripts, the authors ob-
served similar issues with respect to dropped packets and 
message bottlenecking. Alternate methods of facilitating 
Max/Unity 3D communication via WebSockets such as 
the WebSocket Sharp package available from the Unity 
Asset Store were, unfortunately, unable to be used as they 
had been deprecated during development.  

Since the release of Max 8, WebSockets have been sup-
ported via Node.js. While WebSockets were not na-
tively supported in Max 7, which the authors had been us-
ing for initial development, the integration of Node.js in 
Max 8 offered an attractive means of transferring data 
across platforms. After testing WebSockets via Node.js in 
Max 8 alongside UDP, which has been supported natively 
in Max since Max 5 [7] for speed and robustness, however, 
the authors chose to commit to the UDP protocol which 
was significantly faster and sufficient for the purposes of 
the project, see Figure 4. UDP’s speed of data transfer was, 
perhaps, unsurprising given UDP’s smaller data header 
size given its lack of error correction. 

 
 

   
 

 2



 
 

 

 

 
Figure 4. Wireshark screen capture showing faster 

transfer of FFT data via UDP compared to TCP/IP and 
WebSocket connections. 

 
The composer’s decision to limit data sent between Max 

and Unity 3D to basic control information obtained from 
signal analysis, and higher-level Max commands, neither 
of which was time-critical or of significant volume for 
dropped packets to be of concern, lent further support to 
the choice of UDP as the best inter-application communi-
cation protocol for the execution of this particular 
work. Correspondingly, C# scripts for score instantiation 
within the Unity 3D platform were developed, further mit-
igating any risks associated with significant data transfer 
loss through the redundancy offered by allowing hard-
coded scores to be used as a contingency during perfor-
mance.  

 

3. DEVELOPMENT AND DEPLOYMENT 

3.1 Basic Scene Properties 

On the HoloLens, the color black is used to indicate an ab-
sence of light so it is important that musical scores in-
tended for display on the device do not feature black-col-
ored textures as they will be rendered transparent. For 
these reasons as well, Unity’s skybox, which colors scenes 
beyond rendered geometry, must be set to the color black. 
While red, green, blue, yellow, and white are the only col-
ors featured in 5x3x3, this provision implicitly privileges 
color as a structural property of a notational schema, a 
property it does not traditionally hold. 

The size of game objects in Unity 3D are represented in 
a mixed reality space to scale, i.e. a sphere with an xyz 
scale of [0.25, 0.25, 0.25] has apparent dimensions in the 
HoloLens mixed reality space of 25cm3. Similarly, Unity 
game objects positioned between xyz coordinates [-1. 0. 0.] 
and [1. 0. 0.] will be distributed across a space of 2 meters. 
The translation of Unity’s transform space to the mixed re-
ality space of the HoloLens thus has an important impact 
on how those scores are physically engaged with during 
performance. In 5x3x3 each of the three nodal constructs 
in their initial instantiation span a space of approximately 
60cm3 with the three constructs spanning a total space of 
3m, see Figure 5. These dimensions were influenced by the 
physical space required for three performers, affording 
them the freedom to physically navigate around the score 
with minimal impact upon each other, but were also influ-
enced by the HoloLens’s relatively narrow 35-degree field 

of view. The narrow field of view is a particularly im-
portant consideration as the constructs merge together. 

 
Figure 5. Physical dimensions in the mixed reality space 

of the score for 5x3x3 in its initial state. 
 

Final, but not trivial consideration for HoloLens devel-
opment, apply to Unity camera settings. In order to 
properly immerse the performers in a mixed reality space, 
Unity’s Main Camera must be positioned at xyz coordi-
nates [0, 0, 0] and clip planes, which determine the point 
at which a hologram will be culled as physical proximity 
to the hologram becomes too close, must be set as appro-
priate. In 5x3x3, clip planes are set to .5m. 

3.2 Mixed Reality Toolkit  

The Mixed Reality Toolkit (MRTK) [8], released in 2017, 
offers an invaluable means of accelerating HoloLens ap-
plication development with perhaps its most useful feature 
being the ability to deploy a Unity 3D scene to the Ho-
loLens remotely over TCP/IP directly from the Unity plat-
form, see Figure 6. This affordance bypasses the need to 
build a Visual Studio solution in Unity and deploy that so-
lution to the device in Visual Studio providing considera-
ble development time efficiencies. While the HoloLens 
emulator can also be used for development testing, it pro-
vided less performance feedback than remote deployment 
via the MRTK and was therefore of less use in the devel-
opment of 5x3x3.  

 

 
Figure 5. Left and right eye images from a single frame 

of the score for 5x3x3 generated through the Mixed Real-
ity Toolkit. 
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In remote deployment a Unity 3D scene runs on the host 
machine’s local CPU rather than that of the HoloLens. 
This has important ramifications for HoloLens optimiza-
tion as the HoloLens CPU is unlikely to be as powerful as 
that on the local machine upon which development occurs. 
As a result, the scene will not accurately reflect optimiza-
tion needs when the application is ultimately deployed to 
the HoloLens. 

Aside from accelerating prototyping through remote 
emulation, the MRTK provides a bundle of scripts and 
components which improve development efficiency par-
ticularly with respect to Unity’s Main Camera settings. 
Correct transform positions are automatically set and other 
important parameters such as Field of View angles, Clip-
ping Planes distances, Occlusion Culling and Stereo Sepa-
ration amongst many others may be quickly adjusted for 
optimal presentation.  

Considerable CPU gain efficiencies are also achieved 
through a proprietary method of stereoscopic rendering 
termed Single Passed Instance Stereo Rendering. 3D ste-
reoscopy achieves its effect by displaying different images 
to each eye. Irrespective of whether these images are dis-
tinguished through color filtering, the anaglyphic effect, or 
polarization, most 3D rendering systems employ a multi-
pass rendering process where separate draw calls are made 
for the image projected to the left, and the image projected 
to the right eye. Rather than use a single draw call for sep-
arate right and left eye images, the MRTK renders stereo-
scopic images through a single draw call which is then 
multiplexed by the GPU resulting in CPU efficiencies of 
around 30%, a significant dividend given the relatively 
slow HoloLens processor. 

Holograms may be shared across multiple HoloLens de-
vices. In 5x3x3, while each of the performers have their 
own HoloLens, they nevertheless view the same dynamic 
three-dimensional image which is locally managed on 
each device. Sharing holograms across multiple HoloLens 
devices requires a common reference point (anchors) be 
established and for coordinate systems to be shared across 
devices. This information is shared across a local area net-
work and applied locally via each device’s IP address. The 
MRTK includes components and APIs which keep track 
of IP addresses and port numbers of each HoloLens but 
also help manage the initialization of anchor locations and 
the continued tracking of their positions. Anchors are ini-
tially established locally on one device before being up-
loaded to the shared managing service. The initialization 
process does have some practical ramifications for musical 
performance applications, but once anchors are established 
and shared, the sharing process is seamless.  

3.3 Optimization and HoloLens Constraints 

The HoloLens has a relatively slow Intel Atom x5-Z8100 
1.04GHz CPU which requires Unity 3D scenes be care-
fully optimized in order to minimize visual artifacts such 
as jitter (high frequency hologram shaking) and judder 
(unstable hologram motion) caused by failing to maintain 
a rendering speed of around 60FPS. [9] Fortunately, for the 

development of 5x3x3, these efficiencies could be 
achieved with minimal impact as a number of commonly 
used but CPU intensive Unity affordances such as physics 
were not required. Similarly, other HoloLens affordances 
such as the ability to physically interact with a hologram, 
speech recognition, or projection mapping were also not 
required.  

Visual artifacts were able to be minimized due to some 
inherent properties of the score for 5x3x3. With a basic 
color palette (red-green-blue-yellow-white), color separa-
tion, where colors are not accurately mapped during holo-
gram tracking, was never an issue. CPU load was further 
minimized through the use of standard Unity 3D shaders 
with no textures employed. 

3.4 Application Building and Deployment 

The final stage of the development process for 5x3x3 was 
the relatively straightforward one of building a Visual Stu-
dio solution, simply requiring the selection of the appro-
priate target platform (Universal Windows Platform) and 
latest SDK, and the deploying of that solution to the Ho-
loLens. At the deployment stage, the application is in-
stalled onto the HoloLens and can be re-opened locally at 
any later time without having to deploy the application to 
the device again or upload the application to the Microsoft 
Store.  

4. PERFORMER FEEDBACK 

Initial testing of the HoloLens with performers provided 
invaluable feedback for development and application opti-
mization. With respect to this, it is important to distinguish 
between the performance challenges inherent to interpret-
ing generative graphic scores, [10] which this paper will 
not consider, and those presented by the HoloLens hard-
ware itself. 

In order to realistically project stereoscopic images, the 
HoloLens needs to be calibrated for the interpupillary dis-
tance of the wearer. As this distance is unique for each per-
son, visual artifacts and incorrectly placed holograms may 
result if the calibration process is not properly completed. 
While calibration did not present any difficulties with 
those performers with whom testing was conducted, the 
process was usually a performer’s first experience per-
forming with a headset and with the ergonomics of the Ho-
loLens in particular. 

Weighing just under 600 grams and with an adjustable 
headband, finding a position that was physically comfort-
able while minimally impacting performance presented the 
greatest initial challenge. While the ergonomics of the 
original device have been improved on the HoloLens2 
which features a swivel hinge allowing the lens to be raised 
and lowered, testing for 5x3x3 was only able to be com-
pleted on the original device.    

While performing while wearing a headset was an unu-
sual experience for most performers, the greatest challenge 
presented by 5x3x3 was with respect to the requirement to 
minimize quick head movements, a particularly difficult 
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challenge for wind players. Unless movements were kept 
smooth and relatively slow, performers commented on a 
tendency for visual artifacts, notably image jumpiness and 
flickering to be introduced. While adjustments to focal 
planes was able to address this particular issue to a certain 
extent, the problem was exacerbated by the requirement in 
5x3x3 for performers to physically explore the various 
three-dimensional pathways through the score  by walking 
around the projected hologram. The freedom afforded by 
the dérive-like journey through the musical possibilities of 
5x3x3’s score was thus tempered by an unexpected physi-
cal discipline required for the scores’ stability.  

Finally, with respect to image readability, performers 
commented on how lighting conditions in rehearsal venues 
needed to be carefully adjusted to ensure the projected hol-
ogram was not washed out.  

 

 
Figure 6. Performance testing. 

 

5. FUTURE DEVELOPMENT 

The HoloLens offers exciting creative possibilities for mu-
sical practice foremost of these, perhaps, extending from a 
foregrounded physical relationship between performer and 
notational schema. In 5x3x3, this relationship is estab-
lished through the need for the performers to physically 
move through the performance space in order to discover 
unique musical pathways through the score. In its origi-
nally developed screen-based realization, such an aesthetic 
affordance was clearly not a possibility.  

While not explored in the development of the score for 
5x3x3, other HoloLens affordances for works specifically 
designed for the device include those drawing on the abil-
ity to projection map a score onto a physical environment. 
The HoloLens employs a spatial mapping process to assist 
with consistent and natural placement and interaction with 
holograms. This offers the possibility of translating a no-
tational schema to spatial surfaces within a real space. The 
nodes in 5x3x3 could, for example, be aligned with the 
physical dimensions of a table or any other object within a 
space, drawing correlations between spatial geometry and 

musical form in a manner reminiscent of works based on 
architectural geometries such as Xenakis’s Pithoprakta 
(1955-56) or Metastasis (1953-54). 

Interactive possibilities with a hologram offer further op-
portunities for the design of unique musical forms and 
structures. While certain practical difficulties involved 
with the ability to perform with an instrument at the same 
time as interacting with a hologram through gestural input 
must be resolved, the musical possibilities are nevertheless 
of interest, extending the possibilities of reactive scores 
[11] in many exciting ways.  

6. CONCLUSIONS 

Porting the score for 5x3x3 to the HoloLens presented a 
number of expected and unexpected challenges, not least 
of which involved the challenges of efficiently and accu-
rately transferring data from Max to Unity 3D. The realis-
tic display of image depth addressed the most pressing per-
formance challenge while foregrounding to a far greater 
extent the performer’s physical engagement with the score. 
While the aesthetic value of this engagement had not been 
fully considered during the original development of 5x3x3, 
it came to play an increasingly strong role. It also empha-
sized one particular concern with mixed reality systems in 
performance, namely that involved in obfuscating the 
mixed reality space navigated by performers from that in 
which the audience is physically immersed. While in some 
ironic respects this mode of performance approaches that 
of traditional musical performance in which scores are not 
foregrounded, it nevertheless presents a performance 
space in which the audience is inherently distanced. These 
issues notwithstanding, and as suggested in Section 5, the 
HoloLens does offer unique affordances for musical ex-
pression which we hope to explore in future work specifi-
cally designed for the device.  
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ABSTRACT

This�paper�seeks�to�make�a�case�for�a�compositional�ideal�
(the�mimetic�transfer�of�a�recorded�or�synthesized�sound�to�
the�instrumental/vocal�domain)�which�today’s�technologies�
for�animated/distributed�musical�notation�have�made�more�
realistic�than�when�it�first�appeared�as�a�general�aesthetic�
(with�composers�such�as�Tristan�Murail�and�Gérard�Grisey,�
or,� in� the� realm�of�computer�music,�as�with� the�practice�
of�Jean-Claude�Risset),� simultaneously�with� the�birth�of�
the�digital�era� in� the�1970s.� The�concept�of�mimesis� is�
here�examined�both�as�a�(post)�spectral�compositional�tech-
nique�and�as�a�common�feature�of�many�forms�of�musical�
score/representation.�These�theoretical�considerations�are�
then�exemplified�by�musical�examples�and�software�demon-
strations�extract�from�the�“In�memoriam�Jean-Claude�Ris-
set”�cycle�of�compositions,�scored�for�ensembles�of�various�
sizes� (small�chamber�music�group�with�players�wearing�
head-mounted�displays,�choir�and�electronics,�large�instru-
mental�groups�with�choir,�and�for�the�performance�of�an�
opera),�all�performed�with�the�help�of�the�SmartVox�Score�
distribution�system.

1.� INTRODUCTION:�MIMESIS

Just�as�mimesis�was�a�governing�principle�of�artistic�cre-
ation�in�Ancient�Greece,�it�was�most�certainly�also�at�the�
heart�of� the�French�spectral�movement�of� the�1970s.� In�
this�context,�composers�rarely�put� into�question�why�for�
instance� the� faithful� imitation�of� the�harmonic�spectrum�
of�a�bell�sound�qualified�as�art.� Assuming� that�harmony�
in�music�is�paramount,�one�can�now�examine�how,�in�the�
case�of�singers�for�instance,�this�mimetic�transfer�might�be�
facilitated�when�one�receives�an�audio-score�[1]�through�
his/her�ear,�reproducing�microtonal�harmonies�by�just�imi-
tating�the�perceived�pitch�(as�is�the�case�with�SmartVox[2]).�
In�this�case�the�(auditory)�notation�closely�resembles�the�
desired�effect.�However,�Nelson�Goodman�demonstrated�
that�this�is�not�necessarily�the�case�with�musical�notation:�
in�fact�even�beyond�the�musical�realm,�the�philosopher�is�
famous�for�showing�that�one�thing�need�not�resemble�an-

Copyright:� ©� 2019� +POBUIBO� #FMM� BOE� #FOFEJDU� $BSFZ�� This� is� an� open-access�
article� distributed� under� the� terms� of� the� Creative� Commons� Attribution� 3.0�
Unported�License,�which�per-mits�unrestricted�use,�distribution,�and� reproduction�
in�any�medium,�provided� the�original�author�and�source�are�credited.

other in order for that ”other” to represent it. Working on
real-time animated music notation and virtual reality [3],
the the author has remarked in the past of an essential aspect
of musical notation: ‘the closer a musical unit gets to rep-
resenting a direct action (that is, the movement of an object
in space) the more mimetic it becomes.’ [4] This observa-
tion highlights the great complexity of rhythmic notation
in common practice musical notation, when compared to
modern video game-like notations such as, for instance,
Digital Audio Workstations where a cursor scrolls from left
to right, or in the popular arcade and video game Guitar
Hero and modern piano-roll notation, where notes or tabla-
ture fall from top to bottom of the screen (a practice known
as animated notation). In traditional western music notation
on the contrary, the historically inherited practice of the
arithmetic division of tuplets, their distribution into bars
and beats, and the constant adjustments instrumentalists
must make to coordinate with the gestures of a conductor,
show as a whole how mimetic representations are—for bet-
ter or worse—much easier to understand for beginners than
the culturally inherited memetic (i.e. symbolic) common
practice.

2. MIMETICS VS MEMETICS

2.1 The Memetic Nature of Animated Notation

When we score music by hand, we do so to varying degrees
of mimetic accuracy, albeit often without reference to es-
sential extra-musical information required to interpret the
music, we are heavily engaged in a memetic process. The
authors propose that an animated score can be described, in
some part, by where it exists in terms of its mimeticness and
its memeticness. Guitar tablature, and Guitar Hero make
use of very mimetic forms of notation. That is, notation
which very closely related to the (prescribed) action to be
performed, and less bound by the semiotic or memetic in-
formation one finds in common practice notation, which
imply abstract representations engaged with descriptions
of the ”end-result” sound, allowing for a wider range of
possible interpretations, more so with graphic notation, and
even more so in more abstract forms of animated notation.
The authors believe that ’Mimetics’ is therefore a useful
term for the field scores which rely on imitation, to convey
their desire for audification (a term attributable to Lindsay
Vickery [7] and the author [4]).
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2.2 The Limits of Mimetic Replication

The term mimetics serves as a broader term encompassing
the study of all forms of replication. Richard Dawkins’ sem-
inal and influential concept of memetics takes this idea fur-
ther into the domain of semiotic thought. Dawkins claims
that since universal Darwinism suggests that replication
and natural selection are the primary forces through which
the universe comes into being, memes are but a tiny part
of a far grander vision. Computer music is increasingly
pollinated with ideas from all over the spectrum of the sci-
ences; an art-science [5] in emergence as it is referred to
by Gérard Grisey. So how do we dismantle and rebuild
our understanding of the musical score into the ‘essential’
or ‘base’ form that analyzing animated notation in relation
to static notation demands? One that isn’t bound by two
dimensions X and Y (generally seen as time and pitch in the
score space), which would be far too specific for a multime-
dia focused compositional system to give but one example.
As described by John Blacking in his book How Musical is
Man, music contains a qualitative dimension. Would a non-
systematic approach to animated notation be better suited to
tackling this challenge? Here he describes with exactitude
how cultural information is essential to our understanding
of music:

‘Consider the matter of ‘feeling in music,’ which is often
invoked to distinguish two technically correct performances
of the same piece. This doctrine of feeling is in fact based
on the recognition of the existence and importance of deep
structures in music.’ [6]

Why people seek to represent through abstraction is not a
total mystery, yet untangling the twisted ropes of meaning
wrapping up every idea anyone has ever conceived prob-
ably presents a completely unsurpassable challenge. The
utopian desires of universal Darwinism will likely not be
realized through ever increasingly complex quantizations
of the natural elements, and while defining moieties in an
artistic context may be seen as futile by some, the so-called
‘memes’ that comprise the universal replicators of meaning
imagined by Richard Dawkins and significantly expanded
upon by Susan Blackmore (even to the point of suggest-
ing that the meme is being superseded by a new unit, the
‘teme’), present a very real and useful concept when applied
to animated notation analysis.

2.3 Defining Mimetic and Memetic Scoring Systems

As mentioned, we propose that closer a musical unit comes
to representing a ’direct action’, the more mimetic it be-
comes. Within the scope of this definition the most mimetic
score achievable, is a person performing any copyable ac-
tion. Further, this paradigm can be abstracted into the do-
main of video, and through acusmatic methods, sound exclu-
sively (such as is the case in many aural musical traditions
for example). Lyrebird’s and other parrots engage in this
practice also, often with a far greater degree of accuracy
than many human musicians. Further levels of abstraction
can be seen in Ryan Ross Smith’s particular brand of ani-
mated notation involving radials, cursors and other devices
designed to control complex rhythmic coordination in en-
semble contexts. Cat Hope’s scrolling scores introduce

a similar kind of mimesis, as do David Kim-Boyle’s AR
and 3D scores. Common practice notation introduces a
higher degree of assumed knowledge and therefore is heav-
ily dependent on memetic transfer, so in the same sense,
direct copying of a gesture resulting in sound is a mimetic
transfer, done without requiring a theory of mind, but once
the sound begins to stimulate the physiological, auditory
system of someone memetic and semiotic processes spring
into action.

3. MIMETIC ORCHESTRATION

With the exception of the first opus (In Memoriam JC

Risset 1), whose pitch material was extracted from the
analysis of FM synthesis spectra, all the pieces of the cy-
cle presented below constitute mimetic orchestrations of
the PRISM laboratory synthesizer, developed by Richard
Kronland-Martinet [8], who worked for thirty years with
Jean-Claude Risset at LMA, Marseille, France.

This synthesizer is based on a perceptive model (as op-
posed to a physical model [9]) and carries the influence of
Risset’s exploration of timbre synthesis, examined through
the perspective of human perception [10]. The great ma-
jority of the electronics in other pieces of the cycle (In
Memoriam 2, 3 and 4) makes extensive use of the liquefac-
tion parameter, which turns a continuous sound into small
grains evoking the resounding impacts of drops on multi-
ple resonant metallic surfaces, or some form of imaginary
rain on metallic chimes. 1 The Bach [11] library was very
helpful for musical transcription, subsequently allowing for
transfer to the instrumental domain.

The authors forthcoming doctoral thesis ‘Between Mimet-
ics and Memetics’ examines the credo assumed by various
spectral composers, for whom the very act of composing
was equivalent to translation of sounds from the acoustic
to the instrumental domain. Classical contemporary music
scenes such as those represented in Europe by the Gaudea-
mus or Darmstadt academies and festivals reveal, however,
that such preoccupations are often today very far removed
from what young generations of composers seemingly wish
to express. Therefore, one can only talk of neo or post-
spectralism when referring to such techniques. Whilst still
taught in institutions like IRCAM, or briefly mentioned as
part of the undergraduate composition curricula, one can de-
plore the fact that this aesthetic canon has seen its day now
that technologies (such as the tools presented in the present
paper) finally allow more intuitive and user-friendly inter-
faces to the composer (Bach, Ableton, PRISM synthesizer),
auditory and visual computer assistance for microtonal in-
tonation and synchronization adjustments to the performer
(SmartVox [2]), and thus probably more convincing results
from an audience’s point of view.

3.1 Time Domain: Temporal Precision and Mimetic
Transfer

At IRCAM in January 2018, Benjamin Matuszewski highly
improved the synchronization possibilities of SmartVox

1 A liquefation demonstration is available here:
https://youtu.be/2kdIaqAhUGs
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by implementing a client-side algorithm that puts back in
sync devices whose drift exceeds a certain threshold ([12],
Chapter 4.3). Until this new release, SmartVox had to deal
with a more approximate temporality, but it can now explore
a wide range of tightly synchronized musical situations,
between musicians, electronics and video for instance.

In none-pulsed music, in spite of the great conducting tra-
dition in chamber music and orchestral works, left-to-right
scrolling cursors distributed on the performers’ devices (as
seen in the Decibel ScorePlayer or SmartVox) seem a far
more straightforward strategy to obtain tight synchroniza-
tion rather than the bars and beats ‘encoding’ (quantification
by the composer with or without the help of algorithms)
and decoding processes (a compromised interpretation by
the instrumentalist, between the rhythmic values written on
the page and the gestures of the conductor), inherited from
a scoring tradition in which a regular meter was assumed.

The bach.roll object displays notation in proportional time,
and outputs notifications of its playback status in real-time.
These notifications can be interpreted in Max For Live in
order to synchronize 1/ the notation for human players in
Bach and 2/ the electronics in Ableton Live. Figure 1 shows
how Ableton’s playback controls can be accessed through
the live-set path of the live object model (LOM), which
makes constant back and forth playbacks possible between
the score and the electronics, during the compositional pro-
cess. This interface facilitated the composition of Mit Allen
Augen, In Memoriam J.-C. Risset 2, a piece involving large
forces performed in Paris in March 2019 (12 voices, 12
instruments and electronics). 2

Figure 1. Max For Live device syncing Bach and Ableton.

Pieces of the Risset cycle all benefit from this improve-
ment: in the first piece of the cycle, a passage is based on
rhythmical games between performers, taking advantage
of the cursor-type display of time. 3 In Das Hoheslied, In

Memoriam Jean-Claude Risset 3, premiered in June 2019,
students of HfMT Hamburg were able to sight-sing (for
the very first time) passages which strikingly resembled the
target model. 4

2 The following example shows the convenience of the Bach/Ableton
inter-application communication https://youtu.be/VJvY5wYl cM

3 A rhythmical passage in In Memoriam Jean-Claude Risset 1
https://youtu.be/hQtyu1dcCaI?t=349

4 A Target sound is followed by its imitation by the choir in a sight-
reading session of Das Hoheslied, In Memoriam Jean-Claude Risset 3
https://youtu.be/EHYq9nFF6sE

3.2 Frequency Domain: Harmonic Analysis of
Frequency Modulation

Rather than citing the oft-used Shepard-Risset glissando
illusion, the author found it more appropriate to re-activate
one of the most successful techniques of the beginning of
computer music: frequency modulation, which Risset was
amongst the first composers to use in his piece Mutations
(1969), thanks to Chowning’s generous permission. This is
why nearly all the harmonic material from In Memoriam
J.C. Risset 1 and 3 was generated by FM synthesis.

For frequency analysis, although Iana [13] was formerly
used (and also favored by Daniele Ghisi [11] in some of
his transcription patches), the zsa.freqpeak descriptor [14]
offered seemingly more accurate results. A Max For Live
device was built for pitch visualization purposes. 5

As a reference to Risset’s findings regarding the tempo-
ral evolution of the harmonic content of digitally recorded
trumpet sounds (which becomes richer in high frequency
harmonic when loudness increases [15], the evolution of
frequency’s ‘Modulation index’ 6 , was orchestrated by suc-
cessive entries of voices, from the lowest register (bass) to
the highest (soprano). 7

3.3 Conclusion on Mimetic Spectralism and Vocal
Imitation

Some of the tools presented in this chapter show that the
possibilities offered by today’s technologies would have ap-
pealed to the supporters of the ‘mimetic spectralism’ imag-
ined in the 1970s. If the compositional aesthetics followed
by these composers is not to everyone’s taste, they may at
least provide a fertile ground for artistic/scientific research,
because their aims and methods, concerned with the repro-
ducibility of a model, are suitable to measurements and, for
instance, quantifiable assessments. 8

In a more scientific context, members of the PRISM 9

laboratory undertook an experimental study of vocal im-
itation which recalls the sight-reading experiment in Das
Hoheslied. According to the author, Thomas Bordonné,
this study “aimed at determining the main characteristics
of sounds used by participants during vocal imitations”.
Bordonné concludes: “Vocal imitations seem to be a good
tool to access perception and determine which aspects of
the sounds are relevant” [16]. In this setup, therefore, the
spontaneous vocal response of participants could be inter-
preted in similar ways to the SmartVox-led reading sessions
in which the singers are asked to imitate what they hear.

5 Real-time spectral analysis with Bach and Zsa.FreqPeak
https://youtu.be/D6mCgx4pSxs

6 See https://youtu.be/OnT-Zgkh5MA for demo purposes.
7 See https://youtu.be/sgSjIpSD8yQ.
8 As, for instance, in the aforementioned Hambourg’s choir sight-

reading example: Das Hoheslied, In Memoriam Jean-Claude Risset 3.
9 https://www.prism.cnrs.fr/
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4. COMPOSITIONAL/PERFORMATIVE
EXPERIMENTS WITH ANIMATED AND

DISTRIBUTED NOTATION

4.1 Global Context

Ryan Ross Smith’s animatednotation.com website demon-
strates that today many composers find fixed common prac-
tice notation limiting. To solve this issue, attendees of the
Tenor Conference 10 have proposed elements of response.
With Kagel’s Prima Vista (1962/64) setting a major precent,
animated notation often relies on a large screen projecting
the parts, as most famously exemplified in Smith’s compo-
sitional practice. The score can therefore be seen by the
performers but also by the audience, thus making notation
part of the theatrical performance.

Other performance-oriented systems (SmartVox [2] [12],
Zscore [17], Decibel [18] [19], Maxscore [20], compro-
visador [21]) endeavor to distribute and synchronize each
part of the score on the performer’s devices (whether Smart-
phones, tablets or laptops). With SmartVox for instance,
rendering the score in the browser directly revealed it-
self to be very effective for this kind of setup. Thanks
to cross-platform web technologies, the application works
with any browser capable device, and no installation is
required by the client. The node.js 11 /websocket architec-
ture of SmartVox will hopefully inspire more composers,
researchers and developers to investigate the emerging mu-
sical practice of distributed notation.

4.2 Graphical Notation in Bach

Most pieces performed with SmartVox rely highly on Bach
[11], a realtime computer-aided composition package for
Max/MSP. The use of color and shape in pieces like In

Memoriam JC Risset 1 or Mit Allen Augen (Mit Allen

Augen, In Memoriam JC Risset 2) was inspired by Cat
Hope [22] and Lyndsey Vickery [23], two active composers,
researchers, developers of the Decibel ScorePlayer [19],
whose approach to animated graphical notation opens new
territories for musical scores today.

Unlike other notation packages in Max (MaxScore [20],
or the Symbolist [24]) which were imagined as symbolic
representations in the first place (Rama Gottfried describes
the Symbolist as a version of adobe illustrator in Max),
the Bach environment emerged from Open Music [25] and
computer-aided composition, which explains some of its
limitations from a graphical point of view: for instance, it
is impossible to insert a picture in a bach.roll (in propor-
tional notation), and the bach.roll object does not support
articulations (unlike the bach.score object in bars and beats
notation). However, one can get around this graphical limi-
tation by adjusting the duration line settings (see Figure 2).
The use of colors is also easily customizable with the help
of ‘slots’.

In spite of its few display limitations, one of the strengths
of Bach consists of its ability to control synthesizers from
the notation directly. Slots can therefore be understood as
metadata or temporal automations that can subsequently be

10 http://www.tenor-conference.org/
11 Server-side JavaScript, see: https://nodejs.org/en/

Figure 2. Duration line adjustment in Bach.

mapped onto any Max-programmed synthesizers, enabling
staves of a score to be manipulated as tracks of a DAW 12 .

4.3 Distributed Musical Notation

Composers and researchers increasingly acknowledge the
strong analogy which can be drawn between the traditional
‘score and parts’ musical practice led by a conductor, and
the modern distributed systems or web applications (Zscore
[17] - MASD [26] - SmartVox [2]), in which multiple clients
coordinate their actions by passing messages to one another.

The Tenor 2018 conference in Montreal revealed an in-
teresting similarity between the Decibel ScorePlayer and
SmartVox, in the sense that the two software packages are
rather elementary solutions both converging towards the
score player performance-oriented paradigm, whilst other
notation packages (Bach, Maxscore, Symbolist...) were also
designed for more elaborate computer-aided composition
and real-time processes. Although the Decibel ScorePlayer
is today’s most reliable iOS application solution for dis-
tributed animated notation, Cat Hope and Aaron Wyatt have
evoked the possibility to migrate their system to the browser,
for instant access over the internet presumably, but also op-
timization of networking issues, and cheaper production
cost in local settings—e.g. for projects involving over fifty
devices, the iPad becomes a very expensive solution). The
most likely architecture to allow this transfer of technology
would be a node.js server 13 (server-side javascript), with
the WebSocket communication protocol, a solution used by
SmartVox as early as 2015, thanks to Norbert Schnell and
Benjamin Matuszewski from IRCAM in Paris. SmartVox
sends and synchronises mp4 audiovisual scores, which has
demonstrated undeniable robustness in large scale concerts
and rehearsals, but also reveals the potential weakness of
a ‘non-realtime’ solution (as a sort of fixed multichannel
tape) in which performances of the piece would be simi-
lar each time. Other composers/researchers (Georg Hajdu,
Rama Gottfried, Slavko Zagorac) are currently investigat-
ing forward thinking solutions which will allow the control
of SVG (Scalable Vector Graphic) directly on the client-
side HTML page. The authors MaxScore.Netcanvas object
acted as a precursor to a later project which made use of this
notion, through performance of the 50 part real-time gen-
erated piece Magnetic Visions 50 relying on WebSockets
to transfer instantaneously generated score fragments. The
architecture chosen for this by Georg Hajdu and Rama Got-
tfried is node.js, sending osc over WebSockets. This project
resulted in a realtime distributed 144-part site-specific com-
position in Hamburg in May 2019, which was justifiably
well received due in part to its technically ambitious and

12 see https://youtu.be/s4qS2khwkT0 for demonstration.
13 According to a private email conversation with the developper Aaron

Wyatt.
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groundbreaking nature.

4.4 Augmented Reality Distributed Notation

In Memoriam JC Risset 1
14 , premiered in September

2018 at the Gaudeamus Festival (Utrecht), constitutes the
author’s first experiment using head-mounted displays for
notational purposes, principally inspired by Benedict Carey’s
SpectraScore VR [3] in this regards. By simply displaying
each part of the score over the heads of the performers (for
flute and clarinet only), this piece has revealed interesting
potentials to be exploited in future works.

Just as traditional scores placed on a music stand, screen-
scores displayed on a tablet (for instrumentalists) or on
a phone (for singers) oblige musicians to look and ori-
entate their body constantly in the direction of the score.
This well-established convention of the classical concert
setup considerably limits the possibilities of staging mu-
sic, in a theatrical context for instance. In such cases as
the Ictus Ensemble’s interpretation of Vortex Temporum
by Gérard Grisey 15 , where the musicians had to learn the
score by heart, and perform without a conductor, Wi-Fi-
synchronized head-mounted displays might be an interest-
ing way to help musicians coordinate in time and space,
while moving on stage or around the audience, without in-
surmountable performance challenges. The idea was there-
fore explored further on a larger scale in Mit Allen Augen,

In Memoriam JC Risset 2. 16

According to the performers’ feedback, head-mounted
setups provide a large and comfortable display, since the
environment is still visible around the score (see Figure 3),
or through the score in the case of holographic display (such
as the Aryzon headset for instance). The performers also
showed interest in their ability to move freely on stage or
elsewhere (the piece was choreographed differently accord-
ing to the venue: in a church, the flute and clarinet started
the piece behind the audience and gradually approached the
altar), which relates to the term phygital (physical+digital)
coined by Fabrizio Lamberti [27], who claims that with AR
and VR, the possibilities of physicalization of gaming will
soon encompass other fields.

Figure 3. Score display from the performer’s point of view.

While awaiting more discrete (such as Google glasses,
which would invisible from an audience’s point of view)

14 A recording of the piece is available at the following address:
https://youtu.be/hQtyu1dcCaI

15 See: https://youtu.be/JFvrYy6EeWE
16 A recording of the piece is available at the following address:

https://youtu.be/ETOBgFWx04

but still affordable solution, AR opens vast domains for
further research, which could go far beyond the mere dis-
play of animated notation. However, important questions
then arise regarding what would be pertinent to achieve
with such technology: in a VR context for instance, with
a player on stage, how can the limitation due to the desta-
bilization of the performer’s proprioception be overcome?
Also, now that any form of immersive score can be proto-
typed, 17 how would this be of musical interest, and how
could this have a convincing musical impact on the com-
positional/performative outcome? SmartVox, for instance,
delivers and synchronizes mp4 files, and should soon sup-
port 360-degree videos 18 , but how can this benefit the
performer in a musical sense? Australia holds today one
of the world’s largest contingents of composers/researchers
working in animated and XR notation, and Australian com-
posers such as The author [3] and David Kim Boyle [28],
who specifically investigate 3D-scores in VR environments,
present elements of response to this issue.

5. NETWORKED MUSICAL PERFORMANCES -
NMPS

5.1 SmartVox.eu, Score Distribution over the Web
and Remote NMPs

With the exponential growth of the web, hosting Smartvox 19

on the internet (i.e. on a remote server rather than a local
one) appeared as a necessity. However we demonstrated (in
Chapter 4.2 ‘Measurements of timing accuracy’ [12]) that,
although the synchronization of different parts was quite
accurate in this way, local solutions remained safer (in the
same room, over Wi-Fi). Also, notwithstanding the fact that
SmartVox undoubtedly belongs to the realm of Networked
Music Performances, it became clear that its practical ap-
plication falls under the ‘local NPMs’ sub-category defined
by Gabrielli and Squartini [29].

Since the advent of the internet, thorough research has
been undertaken in the realm of remote Networked Musical
Performances (NMP) [30]. Today however, local NMPs still
seem today more viable, both technically and artistically
speaking. Despite many ’millennials’ being known for their
enthusiastic engagement in online gaming (i.e. remotely),
with friend avatars or anonymous players often distributed
widely around the globe, many examples would show that
musicians still feel more inclined to reading a score or
improvising together in the same room. In Embodiment
and Disembodiment in Networked Music Performance [31]
Georg Hajdu explains that “appreciation [of the musical ex-
perience] relies on the plausibility between physical action
and sonic result.” Since the emergence of NMPs, 20 some
disappointment arose from the fact that, from the audience’s

17 Such as the ones imagined by Mauricio Kagel’s film Ludwig Van
(1969), see for instance: https://youtu.be/7l8vPWFIgxI?t=1591

18 This could be done by simply implementing a 360 mediaplayer in
HTML5, e.g.: https://bitmovin.com/demos/vr-360

19 Each instrumental/vocal part of the piece And the Sea is accessible
through the following url www.SmartVox.eu, and can be accessed simul-
taneously from e.g., an iPad for the flute, Android tablets for piano and
cello, and a phone for the singer. A trailer of the premiere of the piece is
accessible here: https://youtu.be/prcXUbhd-ZY

20 The American computer music network band ‘the Hub’, formed in
1986, contributed to the popularization of this new genre.

 11



point of view (but also for the musicians themselves), very
little can be seen and therefore understood, which worsens
with distant performers: “Because of the remoteness of the
participants locations, these actions may not always be
perceived directly or immediately [...], classical cause-and-
effect relationships [...] are replaced by plausibility, that is
the amount to which performers and spectators are capa-
ble of ‘buying’ the outcome of a performance by building
mental maps of the interaction. In NMP, this can be facili-
tated by the use of avatars, projected visually, and carefully
orchestrated dramaturgies, involving participants in game-
like scenarios.” Many VR environments today focus on this
interaction between a physical action and its sonic result.
New Atlantis ( [32]), for instance, is a multi-user sound
exploration platform in which several players can interact
with each other. 21 With their ability to represent avatars of
musical performers, these new interfaces may soon have
the ability to recreate the visual entity producing sound
(or music). By recreating virtual causal links between an
action and its sonic result, these online game interfaces
should provide users with the missing visual element that
prevent NPMs from becoming a genuine globalized musical
practice.

5.2 The ‘BabelBox’, a Raspberry Pi Hardware
Embedded System Solution for Local NMPs

SmartVox and MaxScore.Netcanvas have proved to be suit-
able for large scale projects such as le temps des nuages 22

and Magnetic Visions 50, in which eighty singers and mu-
sicians [12] and fifty musicians had their score synchro-
nized through the same network respectively. These pro-
ductions still enjoy increasing interest from choirs and en-
sembles, 23 requiring a very modest technical setup (only
one Wi-Fi access point, e.g. Ubiquiti Unifi) for choirs up
to thirty singers, with a node.js server running on a Mac
computer. However, in the more intimate context of cham-
ber music (as in In Memoriam JC Risset 1), the focus is
slightly different: the network load is much lighter, which
encouraged finding a minimal hardware solution, in order
to make possible rehearsals without the physical presence
of the composer or the mobilization of a technician only to
setup a network. Installing the server on the performer’s
computer remotely has often been successful with musi-
cians unfamiliar with technology, thanks to the flexibility
of the Node Package Manager (NPM), which reduces the
installation of SmartVox to a few command lines. 24 This
installation process nevertheless remained an obstacle for
the dissemination of SmartVox. In search of a light plug-
and-play dedicated system to be sent over the post, the
Raspberry Pi quickly appeared as the best option to host
SmartVox on an embedded system. Node.js runs on Rasp-

21 Towards the end of the following extract, three players can be observed
producing sounds together: https://vimeo.com/264626943

22 A recording of the piece is available at the following address:
https://youtu.be/SyFdR2HiF00

23 SmartVox was used for the rehearsals and performance of To See
The Invisible, an opera by Emily Howard, Aldeburgh, Snape Malt-
ings 2018https://snapemaltings.co.uk/concerts-history/aldeburgh-festival-
2018/to-see-the-invisible/

24 SmartVox is open source and ready to download via GitHub:
https://github.com/belljonathan50/SmartVox0.1.

bian, and SmartVox proved to be very stable on a Raspberry
Pi 3, so, once installed, the only two steps for a 0-conf
deliverable hardware were:

• Setting up a static address from the dedicated router
(e.g. tp-link...).

• Starting SmartVox at boot.

Starting a script at boot can be done on Raspbian with a
file containing the following in the etc/systemd/system:
[ Un i t ]
D e s c r i p t i o n =My s e r v i c e
[ S e r v i c e ]
E x e c S t a r t = / home / p i / Desktop / h e l l o . sh
[ I n s t a l l ]
WantedBy= m u l t i�u s e r . t a r g e t

With the hello.sh script containing the following to launch
the server:
# ! / b i n / bash
cd / home / p i / Desktop / r i s s e t
npm run s t a r t
exec bash

This low-cost system (less than 65 C, for a Raspberry Pi
and a router) now allows the sending of ready-to-use scores.
Once the system is power-supplied, all the performers need
to do is to join the dedicated Wi-Fi, and type the static IP
address of the server on their smartphone/tablet (i.e. for
the performers: 192.168.0.100:8000, and for the conduc-
tor: 192.168.0.100:8000/conductor). In January 2019, the
system was rented to the Caen French conservatoire via Ba-
belScores 25 , thus proposing a rental of performing scores
(separate parts) of a new kind.

Figure 4. Score display from the performer’s of view.

6. CONCLUSION

Animated notation, score distribution, AR and VR tech-
nologies were here presented as tools for composition and
performances in which mimesis is examined under multi-
ple notational perspectives. The mimetic value of notation
relates, on the ‘prescriptive’ side, to its ability to mimic
an instrumental gesture (such as the representation of the
position of fingers on tablature notation), but also, on the
‘descriptive’ side, to its ability to help performers imitate

25 Babelscores (https://www.babelscores.com/) is an online score
database for classical contemporary music, currently actively support-
ing the SmartVox project: http://1uh2.mj.am/nl2/1uh2/lgi4u.html.
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a target sound, as exemplified in the workflow of spectral
composers 26 . Initially conceived almost exclusively as
a rehearsal tool for choral practices [2] [12], recent use
cases have shown that SmartVox is better described as a
distributed score player, allowing for vocalists, instruments
and electronics or multimedia to interact in a Networked
Music Performance.
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ABSTRACT

We present DRAWSOCKET, a new platform for generating
synchronized, browser-based displays across an array of
networked devices developed at the Hochschule für Musik
und Theater, Hamburg. Conceived as a system for dis-
tributed notation display with applications in music and
spatial performance contexts, DRAWSOCKET provides a uni-
fied interface for controlling diverse media features of web-
browsers which can be utilized in many ways. By provid-
ing access to browser mouse and multitouch gesture data,
and the ability to dynamically create user-defined callback
methods, the DRAWSOCKET system aims to provide a flex-
ible tool for creating graphical user interfaces. Included is
a discussion of the architecture design and development
process, followed by an overview of the features, and syn-
tax considerations for the DRAWSOCKET API.

1. DRAWSOCKET

The DRAWSOCKET design approach is based on the “o.io”
paradigm developed at the University of California, Berke-
ley’s Center for New Music and Technology (CNMAT),
which uses the OpenSoundControl (OSC) encoding [1] to
create a uniform user application programing interface
(API) by “wrapping” vendor- and protocol-specific details
in an interoperable API syntax [2, 3]. In this way, the
DRAWSOCKET system is an “o.io” wrapper for web browser
display and interaction, aiming to provide a homogenous
OSC API for manipulating the graphic building blocks of
Scalable Vector Graphics (SVG), 1 Cascading Style Sheets
(CSS), 2 HyperText Markup Language (HTML), 3 and a
curated collection of client-based JavaScript libraries for
animation and sound production.

1.1 Architecture Overview

The DRAWSOCKET architecture is structured as a server-
client system, using Max 4 as the primary controller inter-
face. From Max, control messages are sent to specified

1 https://www.w3.org/TR/SVG11/
2 https://www.w3.org/Style/CSS/specs.en.html
3 https://www.w3.org/TR/html52/
4 https://cycling74.com

Copyright: c� 2019 Rama Gottfried and Georg Hajdu. This is an open-access

article distributed under the terms of the Creative Commons Attribution 3.0 Un-

ported License, which permits unrestricted use, distribution, and reproduction in

any medium, provided the original author and source are credited.

client browsers via a Node.js 5 server, which routes the
messages by a given client addresses. The messages are
then parsed and executed in the client-browser, to generate
content or perform other actions.

The choice of Node.js for the server backend was partic-
ularly helpful due to the Node Package Manager (NPM),
which is bundled with Node.js, allowing DRAWSOCKET
to leverage the active community of Javascript library de-
velopment of tools for browser-based display and inter-
computer communication [4]. Further, NPM provides a
practical method for managing libraries dependancies, via
the package.json system.

In an effort to scale to larger groups of clients running off
of the same server, a loosely defined model-view-controller
[5] pattern is used to separate the processes. The server is
used primarily to relay and cache the drawing commands,
while the drawing implementation is offloaded to the client
browsers, which have become quite efficient with recent
developments in mobile computing. [6]. See figure 1 for
an overview schematic of the system.

1.2 Controller

Max. Currently the primary targeted user server control
platform is Max, which provides many algorithmic and in-
terprocess communications tools. Since the release of Max
8, Max now includes the Node For Max (N4M) 6 frame-
work, which embeds the Node.js server engine within the
Max programming environment, accessible through a set
of Max objects.

The first versions of the DRAWSOCKET system used an
independent Node.js application running from the com-
mand prompt and a User Datagram Protocol (UDP) 7 socket
to send and receive OSC bundles to and from Max, which
were then broadcast to subscribed clients. However, after
comparing benchmarks measuring the roundtrip messag-
ing time between Max and node.js, the N4M system was
found to be faster, and so we adopted this platform as the
primary use case. However, the DRAWSOCKET system is
well compartmentalized, and so could still easily be recon-
figured for use with other control applications.

Within Max, the core Node.js server script, drawsocket-
server.js, is run within Max’s node.script object. For con-
venience, the node.script object is wrapped in Max abstrac-
tion called hfmt.drawsocket which aids in managing server

5 https://nodejs.org
6 https://docs.cycling74.com/nodeformax/api/
7 https://tools.ietf.org/html/rfc768
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Figure 1. DRAWSOCKET Server/Client Architecture.
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asset paths, and handles user interaction messages return-
ing from the client (see section 2 for more details).

OSC-JSON representation. The DRAWSOCKET data is
formatted as a key-value tree, which in Max can be repre-
sented as either OSC, or in Max Dictionary format, both
of which can be easily transformed to JavaScript Object
Notation (JSON). 8 See section 3 below for an in-depth
description of the DRAWSOCKET messaging syntax.

1.3 Server

Node.js. The Node.js server consists of four main pro-
cesses: (1) an Express HTTP server, 9 (2) a WebSocket 10

connection manager, (3) state caching, and (4) handling
messages from the client (either forwarding them to the
Max host environment or responding back to client, as in
the case of clock synchronization and on-load initializa-
tion).

Express. The Express JS library is used to create the web
server and handle HyperText Transfer Protocol (HTTP) 11

requests from client browsers. By default, the server re-
sponds to all page requests with a default HTML file which
contain the basic setup necessary for most uses of the DRAW-
SOCKET system, with links to dependency JS libraries, fonts,
and a default CSS stylesheet.

If a custom HTML page is desired, users can send the
html template message from the Max interface, to set a
new default HTML file.

The Express server uses a static public root folder, which
exposes a selected folder path that client browsers may
load files from. To set the root public folder, users can
set the html root folder path as an initialization argument
to the hfmt.drawsocket abstraction.

User configuration of the system is described further in
section 2.

WebSockets. WebSockets are used as the primary server-
client communication exchange protocol. The server ac-
cepts WebSocket requests from client browsers, and sub-
scribes clients to receive messages addressed to their
browser’s URL (Uniform Resource Locator).

Control messages composed in Max as an OSC bundle or
Max Dictionary are received in JSON format by the server,
and routed to the clients identified by their corresponding
URL web-address. 12

URL state caching. Upon receiving control messages ad-
dressed to a new URL, the server first forwards the mes-
sages via WebSocket to the specified URL address, and
then sends a copy of the message to the state cache system.

On connection to a new WebSocket, the client requests
the current state of its URL from the server cache. This
provides a mechanism for preloading a set of drawing com-
mands to a given URL, so that when a user first loads the
page, or hits refresh, the current drawing state of the page
will be loaded.

8 https://www.json.org/
9 https://expressjs.com/

10 https://www.npmjs.com/package/ws
11 https://www.w3.org/Protocols/
12 https://www.w3.org/Addressing/URL/url-spec.txt

Client return messages. WebSocket connection is bidi-
rectional, and is used to handle messages from the client:
responding to clock synchronization requests, initialization
requests, and forwarding user interaction information to
Max.

Connection Port. On startup, the server provides its IP ad-
dress and connection port to the Max environment.
Clients may connect remotely via network IP address, or
if on the same computer, use the localhost identifier, fol-
lowed by the port number (currently 3002 by default), sep-
arated by a colon (e.g. http://localhost:3002).

1.4 Client

Running inside a web browser, the client-side component
of the DRAWSOCKET system handles the drawing and sound
generating commands, clock synchronization, and user in-
terface event watchers.

Web browser. Currently the system targets Safari and
Chrome. At the current time of writing, Firefox SVG 2
feature support is behind the above two. Other browsers
may also work, but are not currently being tested.

Layout. The central browser display layout consists of one
HTML <div> node, which contains an <svg> element,
and an SVG <g> group node.
<div id=‘‘main�div’’>

<svg>
<defs id=‘‘defs’’></defs>
<g id=‘‘main�svg’’></g>

</svg>
</div>

The default formatting for the basic page elements is setup
in the drawsocket-defaults.css. When users add SVG ele-
ments, they are added to the “main-svg” group. Users may
also create new SVG groups and add elements to these new
groups, to control stacking order, described below in more
detail.

Libraries. DRAWSOCKET currently makes use of the fol-
lowing client-side Javascript libraries, all available from
NPM:

D3.js, 13 a library for SVG information visualization. 14

PDF.js, 15 a PDF viewer library developed by Mozilla,
providing support for PDF file reading, viewing and page
turning.

Tone.js, 16 a web-audio library by Yotam Mann. Cur-
rently, DRAWSOCKET uses Tone.js to provide basic sound-
file playback functionality, this may be expanded in the
future.

Timesync.js, 17 a clock synchronization library, used in
DRAWSOCKET to synchronize animations, and provide a
mechanism for timed commands.

13 https://d3js.org/
14 We are now mainly using d3.js for DOM node creation and manipu-

lation. So, eventually it is likely that we will remove the d3.js dependency
to streamline the codebase. However for the time being d3’s utility func-
tions are convenient for rapid development, and appear to be performant
enough.

15 https://mozilla.github.io/pdf.js/
16 https://tonejs.github.io
17 https://www.npmjs.com/package/timesync
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TweenMax and TimelineMax, from the GreenSock An-
imation Platform (GSAP), 18 a high-performance system
for JS and CSS animation.

Client-side Script. The client-side script running in the
browser is called drawsocket-client.js, which handles the
command processing logic of the system and its execution
in the browser.

On load, the script first requests a new WebSocket con-
nection to the server using the browser’s URL address, sent
to the server via the the WebSocket URL identifier (e.g.
ws://localhost:3002/violin). On successful WebSocket con-
nection, the script begins the clock synchronization pro-
cess which runs in the background on the client system,
requesting new clock readings from the server at regular
intervals 19 . Once the initial clock synchronization is com-
pleted, the script sends a state initialization request to the
server, to which the server responds with a sequence of
commands corresponding to the current state of the given
client OSC address.

The central command processing is performed in the func-
tion drawsocket, which parses an array of time-tagged com-
mand objects, and executes the corresponding graphic and
sound manipulations in the browser. The drawsocket func-
tion expects one or more objects with a key, val, and timetag
key-value pairs:
{

timetag: current time (supplied by server),
key: command string
val: command arguments

}

Generally, these objects are formatted in the Node.js server
from the API command messages received via Max, how-
ever they may also be created by user scripts called from
event watchers.

2. DRAWSOCKET USER SETUP

The interface for DRAWSOCKET is designed for use in Max,
and is distributed as a Max Package, currently hosted on
GitHub at the following url:

https://github.com/HfMT-ZM4/drawsocket
To install, users download the repository and place it in

Max’s Packages folder. Once installed, users can instanti-
ate the DRAWSOCKET system by creating a hfmt.drawsocket
object in a Max patch.

The dependency NPM libraries are not distributed with
the package, so on first loading hfmt.drawsocket, you need
to send the object the “script npm install” message, which
asks NPM to download all of the dependencies listed in the
node project’s packages.json file. 20

Setting the public folder. As mentioned above, by default
the DRAWSOCKET server responds to HTTP URL page re-
quests with a default HTML page. Custom HTML pages,
and/or other types of assets can also be served to the client
from a static root public folder.

18 https://greensock.com/gsap
19 Currently, the script is configured to check every 5 seconds, but this

may change depending on performance on a larger scale system
20 The node project is located in the package’s /code/node folder, and

includes all scripts, and configuration files.

The public root folder is a method commonly used to con-
trol client access to server folders, and can be set in Max
by supplying the relative path to the user’s Max patch as
an argument to the hfmt.drawsocket object. This system
allows users to organize their project in a mobile way, eas-
ily moved or installed on a new system.

Within the hfmt.drawsocket abstraction there is a helper
script called startscript.js which retrieves the user patcher’s
folder path, and passes the path information as an argu-
ment to the node.script object on startup. 21 By default
the folder containing the user’s patch is used as the root
public folder, however, users may wish to choose a differ-
ent folder. For example, by setting the path “public html”,
DRAWSOCKET will expect a folder called “public html” to
be located in the same folder as the Max patch running
the hfmt.drawsocket abstraction, and if found will use this
folder as the public root folder.

In larger projects it is often convenient to sort assets into
separate folders for images, sound files, etc. For example
if the user wishes to load an image file called “foo.jpg” lo-
cated in a /public html/images subfolder, they would refer
to their file at the address /images/foo.jpg.

3. DRAWSOCKET API

The DRAWSOCKET API has developed organically as fea-
tures are gradually added to the system, and has been rewrit-
ten several times as new use contexts have arisen.

The API was initially designed in keeping with the con-
ventional “message” format used in the Max environment,
so that drawing commands could be easily adapted from
commands used for other Max drawing objects such as
LCD, or jit.gl.sketch.

A Max message is structured as an array, beginning with
a selector string, followed by a list of values, which is in-
terpreted by the receiver based on a preexisting schema.
However, as more features were added, some complica-
tions arose in regard to the sequence ordering, and as a
result an alternative object-oriented API was developed,
which makes use of a key-value approach that has proven
more extendable for the DRAWSOCKET system (discussed
below in section 3.2).

Note that in the discussion below, we use the term mes-
sage as a general purpose term for communication via mes-
sage events, which could be in different formats (OSC mes-
sages, Max messages, JSON objects sent as messages, etc.).

URL address routing. All messages sent to the server are
addressed to a URL, which is used by the server to route
messages to the appropriate clients. Multiple clients may
be logged into the same URL, in which case they would all
receive the same drawing commands. For example if you
had a group of violins all playing the same part you could
have them log into the URL:

http://server.ip.address:port/violin1
Then to send messages to the violin 1 section, you would

use the URL address /violin1, in the same way you wold
use an OSC address.

21 Note that this requires the user patcher to be saved to disk first, so
that it has a valid folder location.
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To send to all clients, regardless of URL address, DRAW-
SOCKET provides usage of the OSC /* wildcard address.

Note that in OSC, /* matches one single address level,
whereas the DRAWSOCKET server uses the wildcard ad-
dress to match any URL, which may include multiple slashes.
To avoid confusion with OSC convention, it is strongly rec-
ommended to use single level addresses (i.e. use /violin1,
not /violin/1 in cases of indexed sub-groupings).

Object references. DRAWSOCKET uses the Document Ob-
ject Model (DOM)[7] id attribute as the primary mech-
anism for referencing individual client objects from the
server. On creation, the client-side script logs a reference
to new objects with their unique ID, in a set of associative
arrays which can be used for fast object lookup by name.
Through this method, objects may be referred to by ID,
modified, styled, transformed, or removed.

SVG and HTML nodes use the provided unique identi-
fier as the node’s id attribute, as per the DOM standard,
while other objects such as GSAP animation or Tone.js
sound objects are not in the DOM, but logged in the DRAW-
SOCKET’s internal object model.

3.1 List-oriented API

The original “Max style” list-oriented DRAWSOCKET API
design used a bundle of individual OSC messages, each of
which performed an action on the client system. The list-
oriented API has now been replaced, however a discussion
of this approach is valuable, since it illustrates a structural
limitation that we encountered with this syntax approach.

In the list-oriented API, the OSC message address was
used as a way to specify several functional layers at once,
through concatenating together multiple values separated
by slashes. The general address syntax was made of three
main levels: (1) the client URL address, (2) a unique ob-
ject ID, followed by (3) a command string specifying the
process to execute on the client system.

The commands provided a streamlined way to create and
modify elements on the client browser, using a curated set
of parameters.

For example the following OSC bundle:
{

/violin/foo/draw/rect : [100, 100, 25, 25],
/violin/foo/style/stroke�width : 1

}

contains two messages prefixed by /violin which indicates
that the server should send these commands to all clients
logged into the /violin URL.

Once received on the client system, the script would parse
the OSC address, separating the ID from the command
string. Here, the ID is “foo” and the command string is
“draw/rect”.

For each OSC message, the value attached to address was
parsed by the client script based on schema defined in the
documentation. In the case of “draw/rect”, the message’s
value would be interpreted as defining an SVG rectangle’s
x, y, width, and height values. The second message works
in a similar way, except that rather than creating a new ob-
ject, it adds an inline SVG/CSS style attribute to the object
node, setting the stroke-width parameter to a value of 1.

Grouping. Things start to get a little more complex with
the list-oriented approach when attempting to define SVG
group objects and object definitions. In these cases child
objects can be grouped together and manipulated as a sin-
gle graphic object, while not requiring each child object to
have a unique ID.

The first problem we encountered was when trying to in-
clude two objects of the same type within the object. In
the first implementation, a sub-bundle of OSC messages
was used to group elements together, however since no IDs
were required, the following example fails:

/⇤/groupex/draw/group : {
/text : [210, 210, ‘‘hi’’],
/text : [310, 210, ‘‘bye’’]

}

It fails because in OSC you are allowed to have multiple
messages with the same address, however in Max the OSC
messages need to be first converted to Max Dictionary for-
mat to be passed to the node.script object, and Max Dictio-
naries do not allow duplicate addresses.

Another complication arose when trying to style individ-
ual objects within a group, since there is no unique iden-
tifier to reference for adding inline style tags, and this is
not accessible from the list-oriented API syntax. To ad-
dress these two issues, the list-oriented grouping syntax
was adapted to use an array of objects (aka sub-bundles in
OSC). For example:

/⇤/groupex/draw/group : [{
/path : ‘‘M200,200a30,90,0,0,0,0�60a30,30,0,0,0,0,60’’,
/style : ‘‘fill: black’’

}, {
/text : [210, 210, ‘‘hi’’],
/style : ‘‘fill: red’’

}]

In this case, the style message is bound to the path mes-
sage by wrapping them together in an object. This solution
led to a reevaluation of the DRAWSOCKET API syntax, and
resulted in the development of the object-oriented based
API.

3.2 Object-oriented API

While the list-oriented approach provides a compact, one-
line syntax, the list format is also limited, in that the list
requires a predefined schema for how the list can be inter-
preted, and which types of operations the list values may
address. The list-based approach is thus less easily extend-
able, since adding a new value to the list requires adding
a new step in the interpreting script. The main benefit of
the list syntax is that its compactness makes it sometimes
faster for rapid prototyping, however the object-oriented
approach can be more easily expanded as we will show be-
low, and additionally, the object-oriented approach is help-
ful since it is self-describing, emphasizing legibility by as-
sociating a parameter name with each value.

For example, whereas above we drew a rectangle with a
list, such as:

/violin/foo/draw/rect : [100, 100, 25, 25]

The same rectangle could be drawn with the object-based
API using the “svg” key, and an val containing one or more
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objects to process. The “new” keyword notifies the client
that it should create a new SVG element:

/violin : {
/key : ‘‘svg’’,
/val : {

/new : ‘‘rect’’,
/id : ‘‘foo’’,
/x : 100,
/y : 100,
/width : 25,
/height: 25

}
}

In the object-based approach each variable now has a name
associated with its value, telling us what the variable rep-
resents. The list-approach is a more concise, requiring less
typing, however, when we consider further what the mes-
sages are representing in the context of the DRAWSOCKET
system, the benefit of the object approach becomes clearer.

SVG is based on the Extensible Markup Language (XML)
format, 22 and is designed as tree of nodes, each with a
set of attributes which are defined as key-value pairs. By
using the same attribute names within the DRAWSOCKET
object API, the client script can then simply insert as few
or many of the attributes as it receives, rather than needing
a specific set of attributes, as with the list-based approach.
Also, by staying close to the original SVG API, the user
can refer to the SVG specification directly to figure out
which attributes they can use, rather than needing to limit
their control parameters to those setup in the list parsing
schema. 23

For example, extending the above example, here we cre-
ate two new objects, a rectangle and a circle, by defining
them in an array, and additionally assign a CSS class ref-
erence for each:

/violin : {
/key : ‘‘svg’’,
/val : [{

/new : ‘‘rect’’,
/id : ‘‘foo’’,
/x : 100,
/y : 100,
/width : 25,
/height: 25,
/class : ‘‘room’’

}, {
/new : ‘‘circle’’,
/id : ‘‘bar’’,
/cx : 112,
/cy : 112,
/r : 5,
/class : ‘‘source’

}]
}

Keywords. There are currently four reserved keywords
used with svg objects: new, style, parent, and child.

On receiving an svg object (or array of objects), the client-
side script iterates each element of the array, and checks if
there is an already existing object with that id tag; if so, it
selects that element from the DOM lookup table. Next, the
script checks if there is a new message in the object; if so,
it creates a new node, either replacing the element at the
existing id, or creating a new node if not already existing,

22 https://www.w3.org/TR/xml/
23 That said, we have not yet fully tested the entire SVG specification.

We believe the object API provides access to everything, but there maybe
some unaddressed aspects.

and then processes the rest of the object messages.

If the object already exists, and no new is found, DRAW-
SOCKET will use the values in the object to update the ob-
ject attributes. For example:

/violin : {
/key : ‘‘svg’’,
/val : {

/id : ‘‘foo’’,
/width : 100

}
}

will change the width attribute of the node “foo” without
modifying any other attributes that may have already been
set.

3.3 Parent and child elements

Appending child nodes to parent SVG element can be ac-
complished via the parent and child keywords.

The child keyword, is a high-level API helper function
that assists the user in specifying one or more child nodes
in a tree syntax. The value attached to this address will be
inserted as a child of the parent node, for example the inner
text of a <text>element, or a new node within a <g>the
SVG grouping element tag.

Here is an example of a circle and line contained in new
SVG group, called “noteline”:

/violin : {
/key : ‘‘svg’’,
/val : {

/new : ‘‘g’’,
/id : ‘‘noteline’’,
/x : 100,
/y : 100,
/child : [{

/new : ‘‘line’’,
/id : ‘‘liney’’,
/x1 : 10,
/y1 : 5,
/x2 : 100,
/y2 : 5,
/style : {

/stroke�width : 1
}

}, {
/new : ‘‘circle’’,
/id : ‘‘circley’’,
/cx : 5,
/cy : 5,
/r : 5,
/style : {

/stroke�width : 2,
/fill : ‘‘none’’,
/stroke : ‘‘black’’

}
}]

}
}

Nodes with a parent attribute are inserted as children of
the node with the id specified by the parent, as long as
the parent element is already existing in the DOM. If no
parent element is specified, the node is inserted into the
default SVG group “main-svg”.
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For example, the above tree syntax could also be written
this way:
/violin : {

/key : ‘‘svg’’,
/val : [{

/new : ‘‘g’’,
/id : ‘‘noteline’’,
/x : 100,
/y : 100

}, {
/new : ‘‘line’’,
/id : ‘‘liney’’,
/parent : ‘‘noteline’’,
/x1 : 10,
/y1 : 5,
/x2 : 100,
/y2 : 5,
/style : {

/stroke�width : 1
}

}, {
/new : ‘‘circle’’,
/id : ‘‘circley’’,
/parent : ‘‘noteline’’,
/cx : 5,
/cy : 5,
/r : 5,
/style : {

/stroke�width : 2,
/fill : ‘‘none’’,
/stroke : ‘‘black’’

}
}]

}

3.4 SVG layer drawing contexts

In an SVG file, each object element is drawn in the same
order as they are written in the file, from top to bottom,
with the last element being drawn last, “on top” of any
objects that may have been drawn in the same location.
In the DRAWSOCKET system, the drawing sequence is set
through the order of the object creation (using the new key-
word).

Using the parent and child keywords, new nodes can be
created and inserted as children of existing nodes. The or-
der in which the child nodes are created, sets the drawing
order of the nodes. Importantly, editing nodes (i.e. set-
ting values without the use of the new keyword), does not
change the drawing order. Similarly, inserting nodes does
not change the drawing order of the parent nodes. This rule
makes it possible to use SVG groups as drawing layer con-
texts, which maintain stacking order relative to each other.

As an illustration, let’s say you would like to have three
layers, a background, middle and overlay. You could cre-
ate three new groups within the main SVG node, called
“back”, “main”, and “overlay”, in a specific drawing or-
der, like this:
/violin : {

/key : ‘‘svg’’,
/val : [{

/new : ‘‘g’’,
/id : ‘‘back’’

}, {
/new : ‘‘g’’,
/id : ‘‘main’’

} , {
/new : ‘‘g’’,
/id : ‘‘overlay’’

}]
}

You could then use the parent keyword to append nodes
to the newly created groups. New nodes are draw above
older nodes, but since the groups maintain their drawing
order, you can use them as layers. In this example, the
“overlay” layer, will always be drawn after the “back” and
“main” layer-groups.

/⇤ : {
/key : ‘‘svg’’,
/val : [{

/parent : ‘‘main’’,
/id : ‘‘clef’’,
/new : ‘‘text’’,
/child : ‘‘&#xE050’’,
/class : ‘‘bravura text’’,
/x : 40,
/y : 50

}, {
/parent : ‘‘back’’,
/new : ‘‘rect’’,
/id : ‘‘rect’’,
/x : 5,
/y : 5,
/width : 100,
/height : 100,
/fill : ‘‘red’’

}, {
/parent : ‘‘overlay’’,
/new : ‘‘circle’’,
/id : ‘‘circle’’,
/cx : 50,
/cy : 50,
/r : 10,
/fill : ‘‘blue’’

}]
}

Using this approach, multiple layers of SVG elements
can be grouped together and manipulated (with some lim-
itations as described in the SVG specification).

3.5 SVG CSS Styling.

The ability to dynamically apply CSS styling operations on
SVG elements provides the user with an extremely flexible
mechanism for composing, and manipulating the graphic
layout. For most common DRAWSOCKET usages, a set of
default layout properties are defined in the file drawsocket-
default.css, which is loaded with the default HTML file
(drawsocket-page.html). The linked stylesheet sets some
defaults for SVG element types, for example lines have a
default stroke width value so that they are visible by de-
fault. 24

DRAWSOCKET also provides dynamic access to CSS rules,
for which it is useful to understand the hierarchy of SVG
style properties.

There are three levels of inheritance with SVG CSS styling:
(1) presentation attributes, set within the element, e.g.:
<rect fill=“red” >;
(2) stylesheet definitions, loaded via an attached CSS

stylesheet document, or within a <style> element in the
HTML document; and

(3) inline styling, a snippet of CSS wrapped in a string
and set in an elements’s style attribute, e.g.:
<rect style=“fill: red; stroke: 2” >.

24 Note that this is not always desirable, for example when importing
SVG files exported by a program like Adobe Illustrator, which assumes
that there are no pre-exiting CSS rules in place. For these cases, DRAW-
SOCKET users can either override the defaults via a new CSS definition,
or change the .css file by hand.
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Each is overridden by the next: stylesheets override pre-
sentation attributes, and inline styles override all the oth-
ers. 25

Using CSS class selector syntax opens up many possibil-
ities. For example, here is an example using the object-
array syntax to set create two CSS classes: (1) “.notehead”
which sets defaults for fill and stroke properties, as well as
the radius value, r ; and (2) “.notehead.open”, a sub-class
of “.notehead” which overrides the fill property.

Following the css definitions, a new SVG circle object is
created and configured with the “notehead open” class.

/violin : [{
/key : ‘‘css’’,
/val : [{

/selector : ‘‘.notehead’’,
/props : {

/stroke : ‘‘black’’,
/stroke�width : 2,
/fill : ‘‘black’’,
/r : 5

}
}, {

/selector : ‘‘.notehead.open’’,
/props : {

/fill : ‘‘none’’
}

}],
}, {

/key : ‘‘svg’’,
/val : {

/new : ‘‘circle’’,
/id : ‘‘foo’’,
/class : ‘‘notehead open’’,
/cx : 20,
/cy : 20

}
}]

3.6 SVG import and library definitions

DRAWSOCKET provides access to several methods for im-
porting and reusing fragments of SVG. This is a useful ap-
proach for reducing the amount of data that needs to be sent
over the network, and can greatly simplify the construction
of more complex notation situations.

Referencing SVG definitions. There are two node types
in the SVG specification which allow the user to create pro-
totypes of graphic elements, defs and symbol, which can be
applied like a stamp via the use tag.

Within the DRAWSOCKET main SVG element there is an
element group called defs which is not directly drawn to
the screen, but is visible by using the browser’s HTML el-
ement viewer tool. DRAWSOCKET uses the same drawing
context syntax for the defs node, as it does for the other
drawing layers.

For example, the following snippet makes a new SVG
group object in the defs, called “noteline”, which contains
a line and a circle:

25 With one exception, stylesheet definitions with the !important tag
will override inline styles.

/violin : {
/key : ‘‘svg’’,
/val : {

/parent : ‘‘defs’’,
/new : ‘‘g’’,
/id : ‘‘noteline’’,
/child : [{

/new : ‘‘line’’,
/x1 : 10,
/y1 : 10,
/x2 : 100,
/y2 : 10

}, {
/new : ‘‘circle’,
/cx : 5,
/cy : 5,
/r : 5

}]
}

}

Typically the user would send a library of definitions at
the beginning of the piece, and then refer to the set of defi-
nitions as needed via the use SVG element and its href at-
tribute, creating an internal reference to a given definition
selected through its id attribute. 26

For example, the following new SVG object “foo”, refer-
ences the “noteline” definition above, offset to x, y position
{100, 100}:

/violin : {
/key : ‘‘svg’’,
/val : {

/new : ‘‘use’’,
/id : ‘‘foo’’,
/href : ‘‘#noteline’’,
/x : 100,
/y : 100

}
}

Importing fragments. The use-href syntax approach can
also be used to import elements from external SVG files
stored in the public HTML folder, by adding the target ob-
ject’s id to the external file path. For example, to refer-
ence an object with the ID “boo” in an external file called
“other.svg” that is located in the public subfolder called
“media” you could use the following snippet:

/violin : {
/key : ‘‘svg’’,
/val : {

/new : ‘‘use’’,
/id : ‘‘foo’’,
/href : ‘‘/media/other.svg#boo’’

}
}

If x or y attributes are set in the use node, the referenced
object will be offset by the amount specified by the use
attributes.

DRAWSOCKET also provides an additional option with
the href attribute. If the href value is a list, the second
value is non-zero, the script will find the original object’s
bounding box and offset so that it lies at the origin {0, 0},
and then applies the x, y values as a second operation. The
benefit of this feature is that it allows you to coordinate
positions of objects without needing to know their original
position in the reference file.

26 Note that for all selections we are using the HTML/CSS # sign to
specify that the following string is an id.
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3.7 PDF import

PDF files may be imported into DRAWSOCKET. For ex-
ample, to load a PDF, storing it at the DRAWSOCKET ID
“foo”, setting its x position, width and setting it to display
page 2:

/⇤ : {
/key : ‘‘pdf’’,
/val : {
/id : ‘‘newpdf’’,
/href : ‘‘/media/flint piccolo excerpt.pdf’’,
/width : 600,
/x : 100,
/page : 2

}
}

3.8 Animation

While DRAWSOCKET objects may be animated using na-
tive CSS transitions and keyframes, the GSAP TweenMax
and TimlineMax libraries were introduced to provide a much
more convenient and cross-browser supported method. With
the TweenMax library users can create a “tween” transi-
tion between the object’s current position and current CSS
property values, to another set of values over a given amount
of time, using the TweenMax.to function via the tween
DRAWSOCKET key. For example:

/violin : {
/key : ‘‘tween’’,
/val : {

/id : ‘‘aaa’’,
/target : ‘‘#note’’,
/dur : 10,
/vars : {

/x : 100,
/y : 100,
/opacity : 0

}
}

}

moves the SVG object “note” to the xy position {100, 100},
and fades the opacity to zero over a course of 10 seconds.
The tween is stored as object in the DRAWSOCKET script
at the given ID (here “aaa”), and may be recalled at will
(see the online documentation for more details). The CSS
selector target, dur and vars are plugged directly into the
argument fields for the TweenMax.to function. 27

More complex animations can be implemented with the
TimelineMax function, via the DRAWSOCKET timeline com-
mand, which is comprised of an array of tweens (which
can also have different targets). As with the TweenMax.to
function, an effort was made to make the encoding syntax
as close to the native GSAP Timeline function as possi-
ble so users can refer to the GSAP documentation for full
reference.

27 https://greensock.com/docs/TweenMax/TweenMax()

/violin : {
/key : ‘‘timeline’’,
/val : {

/id : ‘‘foo line’’,
/init : {

/paused : ‘‘true’’,
/yoyo : ‘‘true’’,
/repeat : 20

},
/tweens : [{

/target : ‘‘#bar’’,
/dur : 1,
/vars : {

/y : 270,
/x : 100,
/scaleX : ‘‘200%’’,
/opacity : 1,
/ease : ‘‘linear’’

}
}, {

/target : ‘‘#bar’’,
/dur : 2,
/vars : {

/y : 10,
/x : 0,
/scale : ‘‘100%’’,
/opacity : 1,
/ease : ‘‘linear’’

}
}]

}
}

DRAWSOCKET provides the cmd keyword for tweens (and
timelines of tweens) to start, stop, reset, reverse, etc.

Synchronization. All commands sent from the server are
timestamped, which provides DRAWSOCKET with a mech-
anism to synchronize animations. Using the Timesync.js
library, the client periodically asks the server for its cur-
rent clock time and logs an offset value between the two
clocks. [8] Then, whenever a new animation start request
is received, the client checks the message’s timestamp rel-
ative to the current client clock time minus the logged dif-
ference from the server time to get the corrected anima-
tion start time in terms of the server clock. The client then
checks the duration of the animation (tween or timeline)
to make sure it hasn’t already missed the end time for the
animation, if not, the client script starts the animation, fast-
forwarding if necessary to compensate for network lag.

3.9 Sound

In addition to providing access to browser-based drawing
tools, DRAWSOCKET also makes use of the Tone.js [9] We-
bAudio 28 Framework for browser-based sound production.

The Tone support library also adds a new keyword, call
which expects an object containing a method and optional
args. Additionally, a the call object may also contain a
then object which can be used as a sequential call, applied
to the return value form the parent method call.

For example, he we create a new Tone.Player, load an
mp3 file, tell it to start looping playback, and call the toMas-
ter() Tone.Player method:

28 https://www.w3.org/TR/webaudio/
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/⇤ : {
/key : ‘‘sound’’,
/val : {

/new : ‘‘Player’’,
/id : ‘‘kick’’,
/vars : {

/url : ‘‘/media/808 mp3/kick1.mp3’’,
/autostart : ‘‘true’’,
/loop : ‘‘true’’

},
/call : {

/method : ‘‘toMaster’’
}

}
}

3.10 HTML5

DRAWSOCKET provides access to HTML nodes via the
html tag.

For example, this loads a video:
/⇤ : {

/key : ‘‘html’’,
/val : {

/new : ‘‘video’’,
/id : ‘‘foo’’,
/child : {

/new : ‘‘source’’,
/type : ‘‘video/mp4’’,
/src : ‘‘somerandommovie.mp4’’

}
}

}

Some HTML5 JS objects also support the call keyword.
For example, this starts playing the above video:

/⇤ : {
/key : ‘‘html’’,
/val : {

/id : ‘‘foo’’,
/call : {

/method : ‘‘play’’
}

}
}

3.11 User Interaction

Lastly, DRAWSOCKET also sends user interaction informa-
tion back to the server, outputting the data into Max where
it can be used to control other processes, through mouse
and multi-touch event listeners, and via HTML textfield
input forms. When the user’s mouse or fingers move over
the screen DRAWSOCKET reports the x, y position and the
top-most graphic object under the fingers or cursor, and
bound with the URL address. 29

DRAWSOCKET also provides access to HTML text input
fields. To create a text field, users first create a form with a
default text prompt and then position the form by applying
a CSS transform, or tween. When a client enters text into
the text input field and hits enter or clicks outside of the
form, the text is sent back to the server and output in Max
in a similar fashion to mouse and multi-touch data.

User defined event callbacks. The main client-side pro-
cessing function can also be invoked from a callback for

29 Currently there is no unique client identifier, i.e. all users on the
same URL will send their user interaction data identified by the same
URL address. A unique tagging system will likely be implemented at
some point.

handling user interaction, exposed to the global JS names-
pace as drawsocket.input. For example, the following snip-
pet, which creates an SVG path object, and assigns an
onclick callback function which triggers a sample playback
when the client user clicks on the path object:

/⇤ : {
/key : ‘‘svg’’,
/val : {

/new : ‘‘path’’,
/id : ‘‘wow’’,
/style : {

/fill : ‘‘red’’
},
/d : ‘‘M100,100a30,30,0,0,0,0�60a30,30,0,0,0,0,60’’,
/onclick : ‘‘drawsocket.input({

key: ‘sound’,
val: {

id: ‘kick’,
call: {

method: ‘restart’
}

}
})’’

}
}

4. FUTURE WORK

DRAWSOCKET currently still considered “in development”,
that said, the system has already been used in several live
performances, and appears to be fairly robust. As we pre-
pare for the large-scale extension of the system to the St.
Pauli Elbtunnel [10] we will have a good opportunity to
fully stress-test the system.

One potential issue that we imagine could arise is with
the caching system. Currently the caching routine is pro-
cessed within the callback function that gets called when
a new dictionary arrives from Max. On receiving a new
dictionary, the server routes the data, sending packets to
the appropriate clients, and then sends the packets to the
cache system which unions the data with any nodes with
a matching id (or selector in the case of CSS). There is a
question about the scalability of this approach.

Node.js, like vanilla JS, uses an “event driven”, “single
threaded event loop model”, which uses a queue of event
callbacks which need to be processed asynchronously. How-
ever, it is possible to block the event loop[11] within a call-
back function, should the execution take too long. In par-
ticular, the JSON.parse and JSON.stringify operations are
potentially expensive, with a complexity of O(n); so, de-
pending on the size of the incoming dictionary, this could
significantly slow down the response of the server. In our
testing so far, we have already noticed some issues with
processing very large dictionaries arriving from Max, but
we need to investigate further. It is possible that since the
data is broadcasted before being sent to the caching sys-
tem, that the blocking of the event loop will be less notice-
able on the client-side, however, the responsiveness of the
server will be reduced and this will likely effect the clock-
synchronization routine, and could also in extreme cases
result in a buildup of events to process in queue. To ad-
dress this issue, we might look into storing the URL states
in a separate database, which runs as a separate process.
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ABSTRACT 

Live Structures is a research and composition project that 
explores different ways to interpret data into graphic 
notation and compositions. The Live Structures project 
started in October 2017, supported by an Explore and 
Create Grant from the Canada Council for the Arts 
received by Bouchard. One of the goals of the Live 
Structures project is to interpret data from the analysis of 
complex sounds into a visual musical notation. The tool, 
developed in collaboration with Joseph Browne of 
matralab at Concordia University, is called Ocular 
Scores™.  So far, three iterations of the Ocular Scores Tool 
have been created, each performing multiple functions: a) 
the ability to draw an image from the analysis of complex 
sounds that can be used as gestural elements to compose 
new works or to compare a complex sound against another 
complex sound, b) the ability to draw full transcriptions of 
a performance for future interpretation,  and c) the ability 
to draw images in real time and to manipulate those images 
to create interactive projected scores to be performed live 
by multiple performers.  

These various applications and how they can inspire 
composers and performers will be described in more detail 
in this paper. 

1. INTRODUCTION 

Music notation is by definition a visual notation: images 
and codes that convey a wide variation of precision and 
systems to express pitch over time. Musical notation that 
utilizes mostly images, often described as “graphic 
notation,” has evolved since the 1950s, with more and 
more composers experimenting to find new ways to 
express their unique musical vision.  
 But when we look at the 14th century Baude Cordier 
“eye music” scores [1] (see Figures 1 and 2) or the 19th 
century Tibetan Yang-Yig notation [2] (see Figure 3), it is 
striking to see similarities with some scores that have been 
created in the last 60 years. 
 
Copyright © 2019 Linda Bouchard, Joseph Browne. This is an open-
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author and source are credited. 

                     
Figures 1 and 2. 1380–1440 Baude Cordier creates two 

early examples of what has been called “eye music.” 
From Timelines of language, communication and 

semiotic systems. 
 There seems to be a certain “Preset of the Mind” [3] in 
the coding language that musicians are attracted intuitively 
to use, certain elements in the semantic of the graphical 
language that seem to repeat themselves through time.  
 

 
Figure 3. 19th century Tibetan Yang-Yig notation from 

the Schøyen Collection 
 With Ocular Scores™, Bouchard and Browne have 
chosen to interpret data from the analysis of complex 
sounds using a custom-made tool that leaves a tremendous 
freedom of interpretation to the composer and the 
musicians. Despite being an interpretation of data, the 
images feel familiar. Bouchard and Browne strived to keep 
this sense of immediacy while creating images that are 
replicable.  
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2. CONTEXT 

For forty years, Bouchard’s work has taken its inspiration 
from the world we live in: natural, sociological, and 
political. It is often inspired by nature’s geometry and 
textures, as if composing music could begin by staring 
with a magnifying glass at nature’s elements — water-gas-
rock formations and chemical reactions — and creating 
from these images a series of abstract musical landscapes.   
 We have many tools available to analyze natural 
phenomena, complex sounds, and human behaviors. In the 
Live Structures project, Bouchard went one step further to 
include data interpretation to conceive of a new way to 
compose music: In the case of Ocular Scores™, we are 
translating data from the analysis of rich and complex 
sounds into graphic notation and symbolic systems. 

3. IMPETUS 

During the past few years, Bouchard has collaborated with 
advanced improvisers while she created multimedia 
performances. It was inspiring to work with such 
innovative musicians, and it made Bouchard want to be 
able to notate their unique collaborations in such a way that 
they could be interpreted by other musicians. Initially, 
Bouchard simply wanted to find a way to draw images of 
complex sounds and extended techniques and integrate 
those images into traditional scores. From this modest 
beginning, Bouchard and Browne have developed all of 
these other applications. 

4. DESIGN GUIDELINES 

From the start, we looked for a notation that conveyed a 
sense of immediacy — a visual representation that was 
familiar and intuitive to musicians adhering to the “preset 
of the mind” concept. The images had to be replicable: 
Created from the interpretation of the sound analysis, the 
images had to be a reliable interpretation of a complex 
sound. This graphic notation needed to contribute 
something unique to our already sophisticated and precise 
musical notation system.   
 Because of our limited budget, it was impossible to 
create a digital tool from scratch. In this first exploratory 
phase, it proved to be unnecessary: There are plenty of 
tools available that could be applied to achieve our goals. 
For designing the visual aspect of the tool, Browne chose 
to use TouchDesigner [4], a node-based visual 
programming language for real-time graphics and 
interactive media. 
 Our initial design process was one of elimination so that 
we could arrive at something elegant and practical and a 
tool that we would actually want to use because it would 
inspire us as creators and would inspire performers as well. 
 In Ocular Scores™, black lines are drawn on a white 
surface, as if a pen is drawing an image. See Figure 4.  

 
Figure 4. This image was created with Version 1 of 

Ocular Scores™ and represents five short bursts of wind 
sounds by François Houle, recorded at the Banff Center 

for the Arts. [5] 
 We have the option to use a white line drawn on a black 
surface when we want to project in a theater space. We also 
kept the traditional conventions of time on the x-axis and 
frequency on the y-axis.  
 We have the option to plot main pitches on music staves 
(treble and bass) with the option to add additional lines 
(orange). See Figure 5.   
 

 
Figure 5. This image was created with Version 2 of 

Ocular Scores ™ and represents a musical gesture from 
an improvisation by Lori Freedman, performed and 

recorded at matralab, Concordia University, Montreal, 
Quebec, Canada. [6] 

 Ultimately, we were very careful not to clutter the page; 
whenever we add a layer of information, we always have 
the option to take it off.   

5. PROCESS  

Ocular Scores™ was developed in collaboration with 
master improvisers who tested each prototype and gave us 
their expert feedback. Ocular Scores™ is still in 
development. 

6. OCULAR SCORES™ 

6.1 Version 1: Capturing Gestures 

In Version 1, the first step is to upload a prerecorded sound 
file to be analyzed. See Figure 6.  
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Figure 6. A short sound file is loaded into Max. 

 
 The analytical data is produced using the Max package 
MuBu For Max1 by IRCAM [7] and their pipo.yin [8] 
audio descriptor to extract frequency, amplitude, and 
periodicity information from the analyzed sound file. See 
Figure 7.   

 

 
Figure 7. The analytical tool used for Ocular Scores™ 
Version 1 is pipo.yin audio descriptor from MuBu for 

Max package by IRCAM. 
 The data is then sent to TouchDesigner over a local 
UDP network and is translated into a visual 
representation of the sound. Time is plotted on the x-axis 
from left to right, frequency data is mapped to translation 
on the y-axis, and amplitude is represented by the size of 
the shape being drawn. Periodicity is mapped to rotation 
of the shape on the z-axis, which created a visual 
irregularity that defines when the sound file is richer and 
noisier. The visual has a more uniform pattern when the 
sound is more periodic. 
 A variety of scaling parameters and image-based 
parameters can be adjusted to create an image that the 
composer feels offers the best impression of that sound. 
We aimed to limit the available possibilities in order to 
maintain a cohesive vocabulary for representing sounds 

                                                             
1 MuBu For Max is a tool set for analysis of sound and motion and 

interactive sound synthesis and machine learning created by IRCAM in 
Paris (http:// forumnet.ircam.fr/product/mubu-en/). 

visually, but enough options remain that one can truly 
interpret how the sound is visualized. See Figure 8. 
  

 
Figure 8. This image shows the user interface from 

Ocular Scores™ Version 1. On the left are parameters 
that affect the scaling of the input data — how the 

image will appear spatially. On the right are parameters 
that affect the character of the image and repositioning 
after scaling. With a single data set, one can produce 

several distinct images. 
 The result is a mixture of data interpretation and 
intuitive decision-making.2 By saving presets, we can 

2 Every step of the way we asked ourselves, “What does this sound 
look like to me?  If I were to try to imitate this sound, what image would 
inspire me in that direction?” 
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replicate the same image with the same sound over and 
over. It is an authentic data interpretation.  
 The advantage of this prototype is that we have many 
different ways of interpreting a single musical gesture by 
using different presets. It is easy to create a musical score 
with a collection of images. [9] 
 It is possible to add handwritten annotations and 
fingerings and load them into other performance 
software, like ForScore3, or simply print the pages on 
paper. It is also easy to use this prototype as a 
pedagogical tool to practice new complex sounds or to 
imitate complex sounds from other instruments to 
expand one’s vocabulary.4 
 The first full composition using this technology is 
called “DROP.” The musician performed from a series 
of images that were created from the analysis of different 
water sounds: droplets, waves, breaking ice, etc. The 
images [10] were loaded into ForScore and were further 
annotated by the performer. 

As we worked on the piece, it was revealing to see that 
the visual score required the same kind of commitment 
that a regular score requires. The same way a musician 
learns a score with a traditional notation, Kyle 
Bruckmann, for whom the work was composed, devoted 
time to understanding the piece, interpreting a code, and 
committing to specific musical gestures. [11] 

A few months later, “DROP” was performed by 
Canadian soprano saxophone improviser Kyle Brenders.  
This second interpreter never heard the performance of 
Kyle Bruckmann, and yet, the composer was happy to 
hear the similarity of gestures in both performances. The 
character of the work was definitely recognizable. [12]  

It is important to realize that by utilizing a graphic 
score of this nature, the composer relinquishes aesthetic 
control to the performer.5 

6.2: Version 2: Live Input 

In this prototype, both the analytical data and the images 
are produced inside TouchDesigner, bypassing Max. We 
can upload a sound file in the same way we did in 
Version 1, or we can analyze the audio input from a live 
performer. The images are created in real time on a 
continuous scrolling image. See Figure 9.   

                                                             
3 ForScore is an application downloadable from the iTunes store 

where one can upload a PDF and use it as a digital sheet-music reader. 
4 A student could look at an Ocular Score image and play his or her 

imitation of that sound into the Ocular Scores tool and compare his or 
her image to the original. In other words, Ocular Scores could be used 
as a visual feedback instrument.  

 
 

  
Figure 9. This image was created using the stereoscope 

shape option while analyzing a sound file of Lori 
Freedman improvising. [13] 

Frequency analysis is achieved by using the analyze 
node in TouchDesigner to find the First Peak or the 
Highest Peak of the audio spectrum.  The option to use 
First Peak or Highest Peak gives a more or less accurate 
analysis depending on the musical context — if it is a 
more noise-based sound, then highest peak is more 
accurate; if it is a more pitched-based sound, then first 
peak (fundamental) is more accurate.  	

Periodicity analysis is achieved by summing the audio 
spectrum and normalizing the data.  If a signal is more 
noisy/less periodic, then the sum of the spectrum is 
greater. If a signal is more pure/more periodic, then the 
sum of the spectrum is less. Amplitude data is achieved 
by analyzing the incoming RMS power6 and normalizing 
the data output.     	
  We are able to plot main pitches by detecting onsets 
from the amplitude analysis. Frequency analysis is 
translated into note symbols that are plotted on the staff 
when those onsets occur, in the same method for drawing 
the graphical notation (as if a pen is stationary on the 
right side of the page and the paper is pulled from the 
right to left). See Figure 10. 
 

 
Figure 10. This image was created using the mix-shape 

option while analyzing a sound file using First Peak. 
Performed by François Houle, recorded at the Banff 

Center for the Arts. [14]	
 

5 The stylistic and aesthetic questions that are raised by the use of 
open notation such as the ones discussed in this paper, in which the 
harmonic language is left to the performers, is beyond the scope of this 
paper. 

6 RMS is “root mean square” and is the process used to determine the 
average power output over a long period of time. 
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This prototype continues to give us the option of 
creating still images to capture a gesture — 8 seconds or 
less (which is the size of the current window). The 
advantage of this second prototype is that we now have 
white space (silence) when there is no sound.  
 A number of parameters affect scaling and the 
character of image, and those parameters can be changed 
in real time to affect the image as it is created. We have 
similar parameters as in Version 1. See Figure 11. 

 
Figure 11. In Version 2, we have more choices of 

shapes to represent the sounds (top left menu), and we 
can switch from shape to shape in real time, as we 
decide the best way to represent the sound being 

performed. 
 In this prototype, the continuous recording of the 
images, creates a long score that can be saved and 
exported as a very long jpg. We can import this long 
score into other scrolling score software for future 
performances.  
 This tool can be used to create musical scores or to 
document a performance for repeated performance. The 
long score might also be used as a visual representation 
of a piece to analyze the larger structural elements of a 
work. See Figure 12.  
 Immediately below the large dots in Figure 12, we see 
a series of small dots. This is the “long jpg” that has been 
captured over a period of time — a visual recording of 
the musical events over about a 2-minute period. The 
staves below track the first harmonic of the sound event 
in the top window. 

 
Figure 12. This image shows seven attacks — discrete 

“musical events.” 
We are currently working on extending the maximum 

duration of the long score feature in order to be able to 
record with no duration limitation.  

6.3 Version 3: Performance Applications 

The last prototype being developed is a performance 
tool. Ocular Scores™ Version 3 is designed so the 
composer interacts with the graphic score as it is being 
created in a performance context. The composer creates 
a dynamic score with the help of filters that are 
programmed in advance with a series of presets and 
manipulates the graphic score in real time by choosing 
certain shapes for the musical gestures and by using 
delays; changing the tessitura of the musical gesture; 
adding color and distortion; and changing the size and 
scale of the shapes. See Figure 13 for the parameter 
choices.  
 

 
Figure 13.  In Version 3, we have three rows of presets.  
The top row triggers the two rows immediately below. 
O1 is the preset for one Graphic Score and O2 is for a 
second Graphic Score. The bottom section shows how 
we use a low-frequency-oscillation (LFO) to shape the 

phrasing of the musical gestures by periodically 
removing the image entirely. 

 The following sections describe two examples of Live 
Structures compositions that utilize Version 3. 

6.3.1 Murmuration/Murmure: Live Structures #3 

“Murmuration/Murmure” is a “live structure 
composition” for two improvisers who each interpret the 
other’s music. Two graphic scores, which are a visual 
interpretation of each improviser, are projected for the 
performers and the audience to see. See Figure 14.  

The images of the score are created in real time from 
the analysis of their improvised sounds. The composer 
controls the “structure” of the work by manipulating 
“live” the graphic notation system (shapes), the flow and 
density of the work, which unfolds as a collaborative 
improvisation and a committed interpretation of musical 
code.  
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Figure 14. “Murmuration/Murmure” was premiered on 
March 2, 2019, during La Nuit Blanche, MNM Festival 

in Montreal, Quebec, Canada with Browne and 
Bouchard manipulating the Ocular Score™ and Lori 
Freedman with Alexandre St-Onge performers. [15] 

 “Murmuration/Murmure” was also performed at 
Center for New Music and Audio Technologies 
(CNMAT) at the University of California, Berkeley on 
April 10, 2019, performed by Kyle Bruckmann and 
Jacob Felix Heule. [16] 

See Figure 15 for examples of scores from two separate 
screens that were produced during the performance of 
“Murmuration/Murmure” at CNMAT, UC Berkeley. 

 

 

 
 

Figure 15. Two screens created simultaneously by two 
improvisers. 

A series of iconographic images were created from the 
score “Murmuration/Murmure” [17]; these images 
should be reproducible during specific moments of the 
piece no matter what the musicians are playing. 

6.3.2 Gaggle: Live Structure #5 

“Gaggle” is another way of utilizing Ocular Scores 
Version 3x2, where the graphic scores that are projected 
for the musicians to interpret are created from a sound 
file that is also accompanying the musicians. 

In “Gaggle,” the composer is using a stereo sound file 
that was created from pre-recorded sounds of the two 
musicians from a previous project. The composer created 
two different mono sound files, and each musician 
performs the visual score that is created from one specific 
mono sound file. The score is created following a set of 
presets that are being launched at specific moments 
during the piece. [18] 

7. MUSICAL CODE 

Ocular Scores™ exist in the realm of interpretation, but 
as we worked with improvisers, we agreed that we could 
commit to a general musical code, mostly because most 
of what we had created was based on traditional 
principles or was intuitive. 

• The score is scrolling from right to left (x-axis), 
so the musicians can read from left to right. The 
musician can choose to “read” at the left edge, 
in the middle, or on the right side of the score. 

• The y-axis is the frequency range. If all the 
visual activity (shapes) are drawn at the top of 
the score, the musician is encouraged to play in 
the top register of his or her instrument (higher 
frequency). If shapes are drawn at the bottom of 
the score, it will represent the lower register. 

• When the image is large and fills nearly the 
entire screen or page, it becomes a “landscape” 
or visual environment, and the frequency range 
is left to the discretion of the performer. 

• When the shape is continuous, it could inspire a 
more continuous textures and/or a legato 
musical event. 

• We use two ways to express dynamic: the 
density of the shape (transparency) and the size 
of the shapes and color. 

• We use several shapes: circles, triangles, 
opaque shapes, crescent-like shapes, 
stereoscope-like shapes, and variations of those 
shapes. We conceived of the different shapes to 
express different textures. For example, we 
think of sharper shapes, with defined edges, as 
having more attack, more percussive beginning. 

• We utilize three colors: white, pink-red, and 
blue-green. White is an open format. Pink-red is 
for expressing more presence, more dynamic. 
Blue-green is for softer, more transparent 
textures. 
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8. CONCLUSIONS 

The initial goal of Ocular Scores™ was to explore 
different ways to interpret data into graphic notation and 
compositions. This initial assumption of using an 
analysis tool to create images that would be replicable 
has proven to be an inspiring way to produce images that 
can be interpreted by live musicians. The research and 
the three specific versions of Ocular Scores™ proved to 
be useful composition tools for Bouchard’s creative 
work. 
 Bouchard’s research grant is closing by the end of 
2019. She is hoping to eventually create and distribute a 
simple app for Version 1 of Ocular Scores™. 
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ABSTRACT

As a composer and musician of electronic music since the 
1980s my medium is sound. When I was asked in 2009 to 
compose a piece for RSO (Radio-Symphonieorchester) 
Vienna I had to think about how to communicate with 
this sound body. I opted for what I do best - sound and 
listening. Since that year I have developed two different 
methods of communication with musicians - the live 
generated audio score, where the performers have to 
imitate the live generated electronic sounds they hear 
through a loudspeaker, and the audio score based on 
acoustic memory, where the musicians are given a set of 
sound samples for interpretation on their instruments and 
then in the performance this interpretation has to be 
played from memory. This paper examines the method, 
scoring, practice and rehearsal, as well as the artistic 
results using examples from The Virus series and the 
music theater piece Pricked and Away.

1. INTRODUCTION

1.1 Psychoacoustic impact on composition

In twentieth- and twenty-first century contemporary 

music, acoustic and psychoacoustic research has a great 

impact on the composition practice of composers. Both in 
instrumental and electronic music, composers deal with 

phenomena like critical bands (James Tenney, Critical 

Band, 1988), the hearing threshold level (Alvin Lucier, 

Elegy for Albert Anastasia for electromagnetic tape using 
very low sounds most of which are below human 

audibility, 1962–1965), or their focus is on listening itself 
(Maryanne Amacher, ways of hearing since 1980). In this 
way compositions are becoming an experimental test set 

up. 

With continuing technological progress, the 

possibilities for generating electronic sound have become 

manifold. This allows electronic music composers to use 

the medium sound as opposed to writing, as a process-

oriented score for acoustic instrument players. But if 

sound is to be interpreted by musicians, we need to ask 

Copyright: © 2019 Elisabeth Schimana. This is an open-access article 

distributed under the terms of the Creative Commons Attribution License 3.0 

Unported, which permits unrestricted use, distribution, and reproduction in any 

medium, provided the original author and source are credited.

questions about the properties of sound and the 

perception of sound by the listeners. Psychoacoustic 

studies like ASA (auditory scene analysis) by A. 

Bregman [1] as well as empirical phenomenological 

research such as that

conducted by Daniel Schmicking [2] provide insight into 

these subjects. 

1.2 Aesthetics of perception

In studies about the perception of hearing, one 

distinguishes between universals, in other words innate, 

culturally independent attributes, and attributes which go 

along with conscious hearing and are connected with 

personal experiences and cultural backgrounds. My 

compositions primarily deal with conscious hearing and 

address a very specific target group: the professional 

musician.

If sound is the score’s medium, this establishes a wide 

field for research on the subject of interpretation and the 

aesthetics of perception. Helga de la Motte-Haber [3] 

asks whether an aesthetics of perception in musicology 

really exists because in addition to the analysis of the 

compositions it would also have to focus on the listeners.

1.3 In the open field, the composition as an 

experimental test set up

Usually acoustic and psychoacoustic research takes place 

in the specific situation of a laboratory. My compositions,

however, are conducted in an open field. No 

environmental influences are blocked out, no exceptional 

circumstances are generated; the situation corresponds 

with common practices of musicians and composers. The 

task is, as usual, to interpret a score, and although the 

setting may be unconventional to many of the musicians, 

the basic approach is still a familiar one. And the creative

aspect exists, the participant is called upon to actively 

contribute in an artistic way within the framework of the 

specific conceptual formulation. Therefore, my 

compositions are an experimental test set up in the open 

field.

Sandeep Bhagwati describes his approach - the 

Elaborate Audio Score (EAS) [4] as follows: “...this term 

denotes a type of score that uses headphones as its 
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interface to the musician and conveys musical 

information primarily via acoustical messages.”

Headphones are a forbidden planet in my open field 

approach. All disturbances are welcome and part of the 

set up.

2. METHODS

2.1 Live generated audio score

I developed this method for the Virus series, starting in

2011 with Virus #1.01

 for string quintet. In the beginning

there were several major questions: How should a live

generated sound score be designed? How should the set

up be organized? Who hears what, and why does

somebody choose a specific interpretation? Where are my

own listening limits? And how is it possible to merge the

digital, live generated score with the interpretation of the

acoustic instruments?

2.1.1 Basic considerations

The electronic resonating sound body
2

 is generated live

during the performance and is the audio score for the

acoustic instruments. It corresponds to the image of a

host cell. The acoustic body corresponds to the image of a

virus, because the musicians have to attach and adapt to

the electronic sound body, they penetrate into it and a

synthesis between the two resonating bodies results.

T h e Virus series is an expedition into acoustic

perception, a sounding of the responses of our brains in

the span of milliseconds, a plea for the precise acoustic

moment. It deals with the question “And what do you

hear?” This question is dedicated to the audience, the

musicians and myself. It implies that every self will

experience something different. 

2.1.2 Set up

The musicians sit or stand spread out in the space each in

front of a loudspeaker and try to play what they hear as

precisely as possible on their instruments. The electronic

sounds – the sound score coming from the loudspeaker -

as well as the interpretation by the musicians are audible.

The instruments are unplugged, so the speakers project

only the sound score. It is important to consider the

distances between the musicians, in order to give each

participant the possibility to focus on his or her own part

within the sound score. A minimum of 3 meters for

instruments with middle or high frequencies and a

minimum of 5meters for instruments with low

frequencies are necessary. The composer generates the

score live and is therefore a part of the responding

system, and together with the musicians she builds a

feedback loop. Like the musicians, the composer listens

and reacts to what she hears, making decisions for the

1 http://elise.at/project/Virus_1

2 I distinguish between an electronic sound body - electronically

generated sounds like sine waves or noise, and an acoustic sound

body - sounds generated by acoustic instruments

further progress of the composition. The audience sits

amongst the musicians.

2.1.3 Acoustic instruments and electronics

The digital electronic sound body in the Virus series has

the job of doing what it does best: the precise execution

of an algorithm. The acoustic sound body also has the job

of doing what it does best: the imprecise execution of an

algorithm. 

I will explain this statement in the following simple

example: a digital sine-wave oscillator oscillates with a

frequency of 440 Hz for 2000 ms - break for 1000 ms -

repetition - break for 500 ms - repetition. The program

will execute this algorithm precisely. Translated for a

musician this algorithm would sound like this: play the

note A (440 Hz) for 2 seconds, pause for 1 second -

repeat - pause for half a second - repeat. Compared with

the machine the musician will execute this algorithm

imprecisely and as the number of repetitions increase, this

imprecision will also raise.

This fact demonstrates one of the most interesting side

effect of this method - emerging fuzziness.

2.2 Audio score based on acoustic memory

I first used this very different approach in 2017 for the

piece Vast Territory. Episode 1 Lily Pond3
. This first

attempt was for 7 minutes only, for strings and wind

instruments. The major question was: How does our

acoustic memory work. And for how long is this possible

without the addition of a written score? In my online

research I could not find any relevant answers - this, of

course, might be because of my limited financial and time

resources. In 2018, I composed the music theater piece

Pricked and Away4 working with this method for the

ensemble part of the piece.

2.2.1 Basic considerations

The musicians follow a sound score played by memory

and are thus tied to the oral tradition. It is like telling a

story from aural memory. The audio score consists of

field recordings lasting 15 to 45 seconds and are given to

musicians in advance for interpreta tion and

memorization. Working with field recordings in audio

scores is quite common, but usually the musicians get

them during the performance via headphones for

interpretation. The only approach tied to the oral tradition

in contemporary music I know is Eliane Radigue's way of

communicating her compositional ideas to musicians, and

she even asks these musicians to pass on the piece

through oral tradition to another musician. This other

musician has to reference the musician from whom the

information is coming. In this way a line of references is

created
5

. 

3 http://elise.at/project/Vast-Territory

4 http://elise.at/project/Pricked-and-Away

5 This information comes from a conversation I had with Eliane in

December 2018 at her home in Paris.
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Field recordings are a very complex type of sound

material. They stimulate the imagination or trigger

memories about a specific environment mostly connected

with very specific emotions.

At the same time field recordings consist of

multilayered sound events and most of the time it is not

possible to translate all this acoustic information at once

for interpretation on the acoustic instrument. As human

beings we filter this information in an environment and

concentrate on what seems to be relevant for us at a

specific moment. A microphone is stupid and will

transmit all acoustic information out there. The musician

then has to decide which acoustic information is relevant

for interpretation, and from musician to musician this can

differ quite a lot!

2.2.2 Set up

Each musician follows his or her very personal

interpretation of the sound files in regard to a specific

time line score. In a short piece each musician has a

stopwatch to help him or her execute the time line. In a

long piece the timeline has to be a moving visual score

with a cursor to indicate the exact time. The individual

timeline scores for each musician have to be

synchronized. All sounds - the interpretation of the field

recordings - are played by memory, the original audio

score - the field recordings - is inaudible.

3. SCORING

What is a score? It is a special form of recording -

notation - in a musical context. The design of a score

depends on its function, whether it is a notation for the

composer as a stored memory, or a performance score,

which serves as a  tool for communication. In

performance scores composers notate musical structures

for interpreters. Usually the notation is a visual media and

the communication with the interpreter implements a

reading process and translation process into sound. If the

score is sound, the reading process as well as the

translation from one medium to another is skipped.

Are the programmed algorithms, the code - the notation

for the machine a score?
6

[5]

6 In a book sprint I collaborated on notation we came to the following

conclusion: Program == Score? Let us take this opportunity to raise

another difficult question: Is the code or the patch the score? In

much computer music, the composer (who may also be the

performer) creates a piece of software as a patch or as code. It can

be argued that this code is the score. However it is important, if not

vital that the symbols in a score should have the potential to be

executed by any, or at least other, software/program with any

hardware, and/or any human being able to connect to the context.

Chosen symbols for a score should go beyond a specific software or

hardware, creating a metalanguage for interpretation. Otherwise it

is not, in some sense, a score, rather it is an encoding of a specific

piece and performance of music. It is a notation of it, perhaps too

specific to be a score. (Booksprint 2012)

3.1 Machine notation for the Virus series

To communicate with the machine I use the program

MAX/MSP and Modalys for physical modeling and the

interfaces mouse, keyboard and MIDI controller.

 To be able to concentrate on listening during a

performance the patch and controler design is of immense

importance. A maximum reduction is desirable in order to

ensure mobility and flexibility. The main objects are

poly~ to create multiple voices and pattrstorage to store

and transform parameters. During the performance I

mainly control the volume of each oscillator
7

 and some

very specific parameters, depending on the musical needs

of the piece.

3.2 The sound material for the Virus series

The digitally generated electronic sounds are either very

basic electronic materials like sine waves, triangles,

filtered saw tooth with a specific ADSR, pitch and meter

or physical models of tubes, strings or membranes.

 The main objective is to create a “different” similarity

to the sound properties of the instruments - e.g. a high

flute tone will sound very similar to a sine wave, but still

different. This corresponds with the idea that the audio

score consists of material which cannot be created on an

instrument and which is generally poor in harmonics,

thus the instruments, the viruses, add timbre, or color.

The sounds created by physical modeling constitute an

exception, for they are rich and similar but at the same

time totally artificial.

This concept results in a high level of fusion of the

electronic and acoustic instrumental sounds.

3.3 Notes for the composer for the Virus series

The notation on paper for myself are notes about the

ability of each instrument - I noticed that every musician

and every instrument differs in possibilities - a table with

frequency, meter and ADSR values, and notes about the

structure of the piece.

f H2 30.87 HZ

m 15000

ADSR A1500, D1000, S0.9, St3000, R600

Table 1. Example of notated parameters of one oscillator

The only information passed to the musician is the pitch

information - e.g if an instrument has 7 oscillators only

these seven pitches will appear in the audio score. But

there is no information as to when and in which

combinations this is to occur. That is created during the

performance.

7 Each instrument has 5 to 10 or more well defined oscillators, e.g. a

sine wave with definite pitch and meter, which can be played

simultanously for pattern creation.
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3.4 Sample and timeline score for Pricked and Away

The audio score consists of 13 sound samples for each of

the 4 musicians, all different, but with similar sound

properties in one category - e.g. sound sample 1 for flute

has properties similar than sound sample 1 for harp. This

creates similarities but at the same time differences,

because an interpretation on the harp is quite different

from that on the flute. Each sound sample has a duration

of anywhere between 15 to 60 seconds at intervals of 5

seconds. I consider this to be quite important in creating a

clear feeling of timing, which manifests itself after a

while.

The musicians receive the sound samples quite a long

time before the actual performance. This gives them

ample time to listen to them repeatedly and get more and

more acquainted with the microstructure of the sound file.

After this process, I create a timeline with a structure

that determines which sound file is to be played at which

time during the piece. For this part I had to use a visual

score, since it is not possible to remember a duration of

30 min. During the performance each musician will see

only his or her part, like in a usual written score. I opted

for synchronized tablets on which the score is a video file

with a cursor, which indicates the current time. This

method has been borrowed from electroacoustic music

practice, which is used when a piece is created with

multiple layers of field recordings.

As mentioned in 2.2.2 the original sound files are

inaudible and the musicians perform the sounds from

their acoustic memory.

4. PRACTICE AND REHEARSAL

4.1 Creation and rehearsal process

In 2011, when I started with my first Virus for string

quintet, I arrived in Kiev to work with the New Music

Ensemble Ricochet with a more or less finished

programmed patch, and the whole ensemble was ready to

rehearse. I quickly realized that this was not the way to

do it! I understood that I had to work more individually

or with specific instrumental groups to hold the

musicians' attention and keep them from losing patience.

After seven years of experience, I have developed a

very economical and meaningful way of creating and

rehearsing a Virus. 

a) I start by meeting with each musician for about half

an hour to collect information about the instrument, limits

in performance techniques, pitch and speed. During this

process musicians usually offer me a lot and we already

try to push limits. Because I work with the highest and

deepest frequencies at the very limits of the instrument,

this is a very important half an hour. At this point

musicians would probably say: I could even play one tone

lower if I practiced a bit. No technical equipment is

needed, just the acoustic instrument.

b) I create the pitch/meter system based on the collected

information and think about the structure.

c) One more individual meeting of an hour to verify

what I have programmed and for the musician to get

familiar with the listening and interpretation process. 

d) Based on the results of c) I reprogram the patch,

create the interface design and rehearse.

e) First rehearsal with the ensemble in the space where

the performance will take place. This usually occurs a

day before the concert. The amount of audio equipment

depends on the number of musicians and is a lot in most

cases. Remember, each musician has his or her own

speaker, so with 20 musicians you need 20 speakers plus

the subwoofers for low frequency instruments. I call it a

living acousmonium.

f) Main rehearsal and concert.

We rehearse parts, possible emerging patterns,

transitions and a lot of time is needed to tune the system

to the needs of the musicians. All in all, this usually

amounts to 3 hours of rehearsal time, and in this way, we

manage to fit the rehearsal concept into the ridiculously

tight schedule allocated for concert preparation.

I am part of the system, my presence is needed.

In Pricked and Away the process is similar and different

at the same time.

a) I select and prepare the sound material and pass it on

to the musicians. At this stage it is test material, not the

final audio score.

b) Individual meetings with the musicians, who offer

possible interpretations on their instrument, discussions

and a joint search for possibilities.

c) I edit the sound files for the final version of the audio

score and prepare the timeline structure.

d) Two ensemble rehearsals, during which musicians

are allowed to use the notes they took for their

interpretation. Continuous fine-tuning of the timeline

structure and microstructure of the interpretations.

e) Main rehearsal and concert at the concert space

Written notes for interpretation of the sound files are no

longer allowed.

I am not part of the system my presence is not needed.

4.2 Practice

Whereas Sandeep Bhagwati [4] mentions that “the first

approach to an audio score is very similar to that needed

for a conventional new music score that uses many non-

standard symbols” I wish to focus on the differences.

a) An audio score allows us to create extremely

complex patterns with very simple commands. The main

command is to play what you hear as precisely as

possible in terms of all parameters including pitch,

rhythm, timbre, etc. Aware that a perfect copy/imitation

is not possible, a creative translation process is triggered

in the musician. But - and this is very important in my

work - it is not about improvisation, the target has to be a

perfect copy/imitation. This directed focus gives rise to

very interesting results, especially in microstructures. The

precondition is to listen intensely and carefully.

With a live generated audio score like in the Virus

series it is possible to create e.g. timeshifted pulse
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oscillations (each musician has a different meter) without

complicated written scores/code or click tracks via

headphones.

b) Musicians do not need to decode a visual medium,

e.g. a new music score that uses many non-standard

symbols. As musicians told me this decoding process

usually demands a lot of time and very often in the end

the acoustic result is not satisfactory. One of my favorite

musicians, I composed a solo violin Virus for him, told

me that this was the reason he stopped playing in a

contemporary music ensemble. An audio score works

from the other end: the acoustic result is the starting

point.

c) Like in oral tradition, the collaboration between

composer and musician is an intimate one. This first

individual rehearsal time, see 4.1, is of great importance.

It creates a personal connection and deeper understanding

of each other. In aural communication it is easy to adapt

to the personal abilities of a musician and at the same

time push the limits a bit. With written scores, this

process is eliminated, usually composers deliver the score

and that is it.

d) A specific characteristic of the Virus series is, that I

am part of the system, and together the musicians and I

build a recursive feedback loop. I listen and react, just

like the musicians, and decide the further progression of

the piece. We are talking about decisions made in

milliseconds, and that is only possible because our

auditory system is so fast! In order for this feedback loop

to work at optimum capacity intense concentration is

needed. I think it comes close to a state of trance. There is

no time to think, just time to act!

e) In my experimental test set ups - the audio scores – I

have gathered a lot of information about how my target

group, the professional musicians and also myself,

perceive sound and sounding structures. Most of the

observations I have made confirm psychoacoustic

research results. But - and this is most interesting -

professional musicians can go beyond this for example:

the auditory stream theory by Tougas and Bregman

states: “The principle of grouping tones by their

frequency proximity was found to dominate over the

principle of grouping tones that follow a smooth

trajectory.” [6] I confirm this, but musicians start to

create patterns beyond that.
8

 This is a very beautiful

moment for me. 

5. ARTISTIC RESULTS

So far my Viruses increasing and spreading over the

globe, which is exactly what viruses should do. The

series includes #1
9

 – for  one group of instruments, e.g.

8 When I play pulses in the highest frequency range of the instrument

and at the same time in the lowest frequency range most of the

musicians will follow either the high or the low pulses. A few of

them will start to create patterns jumping from one frequency range

to the other.

9 http://elise.at/project/Virus_1

strings, or solos - #2
10

 for two groups of instruments, e.g.

strings and percussion – and #3
11

 for mixed ensemble.

Audio scores based on acoustic memory were used in

Vast Territory. Episode 1 Lily Pond 
12

 and Pricked and

Away13 only. A specific aspect of this last work was the

combination with a text-speaking performer which

caused specific needs I still have to work on.

6. CONCLUSIONS

Sound as score has an innovational potential. Its impact

in terms of aesthetics and performance practice is still

relatively unexplored terrain. Also, the focus on the

listeners in the field of reception aesthetics is a marginal

one. In particular the live generated electronic score, so-

called electronic music, interpreted by acoustic

instruments is virgin soil. From the perspective of an

electronic music composer the two methods I describe

here are a pleasurable and artistically satisfying way to

communicate with musicians.
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ABSTRACT 

A growing body of contemporary composers produces au-
dio scores where sound is the integral mediator between 
the composer and performer. While many musical scores 
deploy some form of symbolic visual representation of 
sound or movement, audio scores represent information 
and instructions in the same domain as the performed prod-
uct. This paper aims to survey the affordances and limita-
tions of audio scores enacted thus far. Within the field, we 
identify two primary sub-categories associated with the 
temporal relations between performer and audio score: re-
active and rehearsed. Louis d’Heudieres’ Laughter Studies 
1-3 (2015-16) and Lara Stanic’s Open Air Bach (2005, rev. 
2013) are examples of reactive audio scores. Representa-
tive examples of rehearsed audio scores include Carola 
Bauckholt’s Zugvögel (2011-12) and Cassandra Miller’s 
Guide (2013). These primary sub-categories may be com-
bined and hybridized to varying degrees, as in Carolyn 
Chen’s Adagio (2009). Finally, in light of our survey of the 
possibilities offered by audio scores, we propose some fur-
ther avenues of exploration for creative practice. 

1. INTRODUCTION 

This paper aims to survey the affordances and limitations 
of a growing body of audio scores, defined here as scores 
which employ sound as the primary means of communica-
tion between composer and performer.  

Most existing literature on this topic comprises self-re-
flective analytical commentary by composers [1] [2] or 
discusses audio scores within the larger theoretical frame 
of real-time scoring strategies (alongside animated or 
video scores, for example) [3] [4]. In the latter context, 
d’Heudieres analyses Gavin Bryars’ 1, 2, 1-2-3-4 (1970) 
where each performer listens to popular songs over head-
phones and spontaneously imitates their instrument’s part 

                                                             
1 Of course, whether a given hybrid score (akin to Bell’s practice) uses 

sound as a primary mediator between composer and performer, or not, 
will be open for debate on a case by case basis. 

in the recordings. Taking Bryars’ work as his primary his-
torical exemplar, d’Heudieres stresses real-time applica-
tions in his definition of the medium: “an audio score is 
one in which the instructions from composer to performer 
are communicated in performance through sound” (our 
emphasis), thereby excluding recorded samples assisting 
performers solely in rehearsal [4, p.18]. Alternatively, Bell 
[1, p.43] [3, p.2] conceives of his ‘audio-scores’ as exten-
sions of visual symbolic notations, explicitly incorporating 
‘learning by ear’ oral tradition practices within written 
ones (e.g. pitch cues and click-tracks delivered over ear-
pieces). For Bell, the audio cues merged into this hybrid 
format primarily serve as solutions to rehearsal and perfor-
mance difficulties when realizing complex written tempi 
or microtonal pitches. By contrast, Bhagwati [2, p.25] 
adopts an expansive definition of what he terms ‘Elaborate 
Audio Scores,’ simply emphasizing the primacy of audi-
tory communication between composers and performers as 
the sole requirement. This definition encompasses work 
conforming to both d’Heudieres’ and Bell’s positions, and 
is the one we have followed here.1 Bhagwati goes on to 
discuss the various “conveyance modes” he typically em-
ploys in his own compositions [2, p. 26-28], including 
event and instruction cues for executing sounds or chore-
ographies, as well as prompts for improvisation, and imi-
tation of samples or styles.  

To the best of our knowledge, no general analytical sur-
vey exists which sketches the diversity of recent efforts in 
the nascent field of audio scores; both Bell [1, pp.46-54] 
and Bhagwati [2, pp.25-26] only provide brief descriptive 
lists of works that parallel or influence their own creative 
endeavors. As such, our paper seeks to both complement 
this existing literature and extend its scope by drawing 
scholarly attention to bodies of work hitherto un- or under-
examined in this context. 

As a methodological lens for this survey of the state of 
the art, we employ James J. Gibson’s [5, p.127] notion of 
affordances: the potential actions made possible by an ob-
ject or environment to a given individual—a concept that 
implies a mutually influencing, transactional relation be-
tween actor and object. A material format alone does not 
wholly determine the action possibilities it affords; com-
posers and performers (i.e. the actors in this context), as 
well as audio scores (i.e. the object), are themselves situ-
ated and dynamically shaped within wider networks and 
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article distributed under the terms of the Creative Commons Attribution 

3.0 Unported License, which permits unrestricted use, distribution, and 

reproduction in any medium, provided the original author and source are 

credited. 

 38



 

histories of cultural practice. These practices mediate and 
constrain potential relations: for instance, the act of de-
ploying a sound recording as if it were a score suggests a 
translation of prior scoring practices across media; equally, 
functioning as a score is just one of the many potential use 
cases afforded by recorded or generated sound. Neverthe-
less, at this particular intersection of cultural practice and 
material format, we contend that audio scores representing 
information and instructions in sound afford some distinct 
and different possibilities to composers and performers 
when compared to scores which deploy some form of sym-
bolic visual representation of sound or sound-producing 
movement. Via the contrasting pieces we have taken as 
case studies (all primarily associated with Western exper-
imental art music), supplemented by a table of related 
works (see Figure 2 toward the end of this paper), we in-
tend to offer a preliminary sketch of some of the af-
fordances enacted thus far in this dynamic, in process con-
temporary field. 

Categories of Audio Scores 

Within this field, we identify two primary sub-categories 
associated with the temporal relations composed between 
performer and audio score: reactive and rehearsed.2 On the 
one hand, performers primarily react to the audio score 
during performance; on the other, the audio score shapes 
the performers’ interpretations in rehearsal, well before 
public performance.3 

2. REACTIVE AUDIO SCORES 

2.1 Louis d’Heudieres, Laughter Studies 1-3 

Louis d’Heudieres’ Laughter Studies 1-3 (2015-16) 

4 for 
two vocalizing performers [6] are examples from our reac-
tive category that translate a practice associated with visual 
scores into a different format to enact distinct affordances. 
In d’Heudieres’ series, each performer listens to a different 
audio score on headphones and alternates between vocally 
imitating and verbally describing what they hear to the au-
dience. 

The audio scores feature a fast, collage-like succession 
of many and diverse samples, which are edited and pro-
cessed to varying degrees. The performers are asked not to 
overly familiarize themselves with their audio scores be-
forehand; rather, they should spontaneously react to the of-
ten unpredictable changes and transformations between 
sounds. This arbitrarily-imposed constraint is a kind of 

                                                             
2 Bhagwati raises and rightly critiques a seemingly similar division be-

tween “situative and fixed audio scores” [2, p. 30]. Rather than emphasize 
the nature of the score-in-itself, we stress the character of the encounter 
composed between score and performer. For example, when an audio 
score is heard for the first time by a performer, it may make little differ-
ence to them if the score is generated ‘live’ (i.e. situative) or fixed before-
hand. But ‘live’ or fixed, the relation between performer and score in this 
scenario will be reactive.    

3 As will become apparent later in our discussion of Carolyn Chen’s 
work, these categories are not inviolable divisions; they draw attention to 
the primary emphasis of the relation composed between performer and 
score. For example, a performer will likely studiously rehearse Lara 

translation of sight-reading practices, though it differs in 
some fundamental respects. Static visual scores tend to 
represent sounds in a metaphorical spatial configuration 
[7, p.23] allowing performers to anticipate and read ahead 
of their performed actions at any given moment. In addi-
tion, a performer may infer the likelihood of future events 
in a given visual score based upon characteristic features 
of the dimensions prioritized by the composer, which all 
serve to situate the score with reference to similar exam-
ples from similar genres. By contrast, d’Heudieres’ Laugh-
ter Studies lock the performers into a relation with the au-
dio score that is always reactive—the format ensures there 
is little way of hearing or inferring ahead.5 d'Heudieres 
couples this limitation with an affordance of sound repro-
duction technologies: the format mediates and renders 
commensurable a vast array of sound sources—recorded, 
synthesized, and processed, etc. Potentially any sound 
within the range of human hearing and the frequency re-
sponse of the microphones, speakers or headphones etc. 
could be reproduced, manipulated and organized in count-
less ways. As if to take full advantage of this, many of the 
sounds in the Laughter Studies audio scores are 
crowdsourced from online repositories.6 The resulting 
high degree of unpredictability and diversity in the sounds 
deployed by d'Heudieres encourages varied modes of per-
former listening, imitation, and description: highly affec-
tive sounds, such as laughter or crying, invite imitations 
and descriptions emphasizing semantic associations; by 
contrast, more abstract sounds or processing invite greater 
attention to acoustic qualities, etc.  

However, unlike many visual scores featuring transcrip-
tion, d'Heudieres does not explicitly transcribe and priori-
tize certain dimensions of his chosen sounds beforehand 
and on behalf of the performers; no guidance is given on 
how the performers should accomplish their tasks, and few 
concessions are made to idiomatic vocal conventions in the 
choice of sounds. Rather, the particular intersections of 
translated sight-reading practices and audio score format 
we have enumerated allow d’Heudieres the possibility of 
recomposing the relations between performers and 
score—the vocalists transcribe and mediate freely in their 
own, individual way. The ease or difficulty of the task over 
time for those specific performers are dimensions of com-
positional exploration, traceable via the variable fidelity of 
their imitations and descriptions—sonic and gestural stum-
bles or hesitations demarcate each performer’s limits. 
Overall, the performers’ personas convey no pretensions 
toward mastery of their materials, inspired interpretation, 

Stanic’s work and set-up, gaining experience and facility in negotiating 
the unpredictability arising out of the complexity of the system. However, 
the primary emphasis of the composition remains the performer’s spon-
taneous reaction to, and negotiation of the audio-score in real-time.     

4 Documentation: http://www.louisdheudieres.com/works.html [6] 
5 Bhagwati primarily notes this affordance as a limitation [2, p.29], 

again serving to highlight how constraints may both open or foreclose 
creative possibilities depending upon how they are framed and negotiated 
within a given work. 

6 For example, freesound.org, a collaborative online database of Crea-
tive Commons Licensed sounds 
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or faithful reproduction. Rather the affordances enacted in 
the relations between the performers and this reactive au-
dio score evoke the register of candid, theatrical improvi-
satory play and games. 

2.2 Lara Stanic, Open Air Bach 

In a similarly playful vein, not only does the performer in 
Lara Stanic’s Open Air Bach (2005, rev. 2013)  

7 [8] react 
to an audio score during performance, but this audio score 
reacts dynamically to the performer’s actions as well. 
Stanic enacts the affordances of the varied assemblage of 
technologies at her disposal to compose a feedback loop. 
In this, performer, computer, microphones, and loudspeak-
ers mutually influence one another, interacting via live 
processing of recorded sound. Three external microphones 
follow the amplitude of the output of three loudspeakers 
attached to the performer’s body. The amplitudes picked 
up by each microphone determine the speed and pitch of 
the live, computer processed playback of each part of an 
instrumental recording—the third movement of J.S. 
Bach’s Sonata in E minor for flute, cello, and harpsichord 
BWV 1034. The performer’s goal is to achieve the ‘cor-
rect’ playback of the recording through silent movement 
and somewhat awkward gestures. The closer the performer 
moves to the microphones, the greater the amplitude of the 
signal they pick up, and the more accurate the playback 
becomes; however, the performer must constantly adjust 
their distance from each microphone due to the continually 
changing volumes of the recordings [9, pp.164-165].  

Generally static formats and their associated practices, 
such as conventional symbolic visual scores, allow the per-
former varying types and degrees of interpretative flexibil-
ity centered upon a largely stabilized, if relationally de-
fined object. Many of the score’s details and their situated 
meanings are negotiated before the act of public perfor-
mance. By contrast, thanks to live electronic sound pro-
cessing, Stanic composes a situation where the score-ob-
ject itself is highly mutable and fluid during performance. 
Stanic defines an interactive system, which dynamically 
responds to and scripts the performer’s movements. Since 
the audience also hears these processed, fluctuating 
sounds, the audio score becomes an object of aesthetic in-
terest as well.8 

3. REHEARSED AUDIO SCORES 

3.1 Carola Bauckholt, Zugvögel  

Thus far, our case studies have surveyed a reactive relation 
between performer and audio score. By contrast, the reed 
quintet Zugvögel (2011-12) 

9
 
10 by Carola Bauckholt [10] 

invites players to interact with and rehearse the audio 
score well before public performance. The audio record-
ings, which consist of bird calls of various species, are not 

                                                             
7 Documentation: https://youtu.be/mdbK0S_PvM4 [8] 
8 See Figure 2 for further examples of reactive audio scores and asso-

ciated affordances 
9 The title translates to “migratory birds” 

played in performance; instead, the quintet members are 
instructed to familiarize themselves with these bird calls 
and memorize all their nuances in order to reproduce them 
on their respective instruments.  

Bauckholt’s use of the audio score format directs this ac-
tivity towards high-fidelity transcriptions of bird calls ra-
ther than reduced abstraction or overt musicalization (the 
obvious historical precedent for the latter occurs in the 
works of Olivier Messiaen) [11]. By using recordings of 
her sources, Bauckholt’s audio score affords a higher de-
gree of specificity and dimensionality to performers than 
most visual, symbolic representation of those sources (par-
ticularly in regards to spectro-temporal variation in timbre, 
for example.) 

In Zugvögel, each performer establishes a distinct rela-
tionship with the recordings due to their objective of pro-
ducing a faithful imitation through whatever means neces-
sary. This mimetic process begins with the task of parsing 
each recording’s most salient elements. In contrast to the 
traditional practice of bird call transcription in a conven-
tionally-notated medium, the recorded format omits much 
of the symbolic filtering and prioritizations of the com-
poser. It instead defers any such filtering to the instrumen-
talists of the reed quintet, allowing a more intimate under-
standing of the instruments’ capabilities to inform a pre-
cise rendering. Hence, the performers’ personal 
knowledge of their instrument’s compatibility with the 
source material enables a higher degree of fidelity in its 
reproduction. Through this process, the performer may 
also come to discover previously hidden action-potentials 
in relation to their instrument.  

It should be noted that each recording is symbolically 
transcribed by Bauckholt in an accompanying visual score. 
She adds in her prefatory notes, however, that “the nota-
tion should only be taken as a guide,” [12] suggesting that 
the notated transcription holds only a supplementary role 
in relation to the audio score. However, this visual aid 
helps to mitigate one of the audio score format’s primary 
limitations: the act of memorization. Because the minute 
features of each recording must be encoded into memory 
and recalled in performance, the musical information itself 
is subject to variability and even corruption over time—
employing a visual score in conjunction with the audio 
score seems to effectively redress this limitation. 

3.2 Cassandra Miller, Guide 

Guide (2013) 

11 for 10 singers [13] by Cassandra Miller of-
fers a similar implementation of the rehearsed audio score 
in emphasizing the specificity of its recorded materials; 
however, where Bauckholt instructs the performers to im-
itate the sound sources as closely as possible, Miller in-
stead opts for a qualitative embodiment of the audio score. 
The players are directed to thoroughly familiarize them-

10 Documentation: https://youtu.be/KEAHxLNyVxw [10] 
11 Documentation: https://soundcloud.com/cassandra-miller- 

composer/guide-exaudi [13] 
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selves with a recording of “Guide me, O Thou great Jeho-
vah” as interpreted by American folk singer Maria Mul-
daur in 1968. The particular recording was selected, ac-
cording to Miller, because its melody exhibits “swoops 
over a large tessitura that, more than anything, sounds like 
it feels good to sing” [14]. As in Zugvögel, Guide’s visual 
score serves only a supplementary function; Miller em-
ploys a “quasi-neumatic” open graphic notation, providing 
only the starting pitch, tempo, and general contour of each 
vocal line in order to support a flexibility of interpretation. 

“Singability” is prioritized in agreement with the free-
flowing, improvisatory characteristics of Muldaur’s origi-
nal interpretation. These characteristics need not be trans-
lated through a direct imitation of the recording by render-
ing all its time-based nuances; instead, the audio score af-
fords a qualitative embodiment of Muldaur’s vocal charac-
teristics as the basis for a public performance of Guide. 
Muldaur’s vocal identity is appropriated and filtered 
through the bodies of each singer; the audio score allows 
access to the minute sonic details of Muldaur’s registra-
tion, phonation, and articulation. In her instructions, Miller 
references the score’s resemblance to oral tradition; the 
composer acknowledges this larger cultural practice in 
Guide, whereby material is shaped by the corporeal and 
performative identities of multiple generations of inter-
preters [15, p.89]. The liberties granted to the singers al-
lows this phenomenon to be communicated in an arguably 
more acute, concrete way than a symbolic transcription.12 

4. HYBRID AND CROSS-MODAL APPLICATIONS 

Carolyn Chen, Adagio 

The two primary sub-categories of audio scores we have 
outlined, reactive and rehearsed, serve well as an initial 
distinction to guide our survey; however, these categories 
may be combined, weighted, and hybridized to varying de-
grees. In Carolyn Chen’s Adagio (2009)13 [16] three or 
four performers listen to an audio score on headphones, 
synchronizing emotive facial expressions with the mu-
sic—specifically, an excerpt of the second movement from 
Bruckner’s 7th Symphony as performed by the Münchner 
Philharmoniker, conducted by Sergiu Celibidache live in 
1994. 

The distinct affordance this work enacts via its associ-
ated entities is the encapsulation of a chain of translations 
of specific media, histories, and socio-cultural phenomena. 
First, a recording encapsulates Celibidache’s interpretation 
of Bruckner’s visual score and its associated practices. 
Then, an excerpt of this specific recording is subsequently 
appropriated by Chen and situated as an audio score. 
Bruckner’s visual score also acts as an adjunct to this audio 
score, annotated with affective descriptors that presumably 

                                                             
12 See Figure 2 for further examples of rehearsed audio scores and as-

sociated affordances 
13 Documentation: https://vimeo.com/194820531 [16] 
14 See Bell [1] [3] and Bhagwati [2] for further discussion of click 

tracks as a form of audio score  

translate and embed Chen’s own listening practices and re-
lations with the excerpt [17]. The performers rehearse and 
memorize descriptors such as “elevated,” “yearning,” and 
“solitary” [18]—often suggesting, but not prescribing the 
exact facial expressions to perform. The audio score pro-
vides not only a time-based structure for these performa-
tive events (akin to a click track14), but a live stimulus 
which the performers react to, mediating Chen’s affective 
instructions. This ‘private’ listening practice is then trans-
posed into a concert setting. The audience hears no sound; 
they voyeuristically observe the staging of a ‘private’ lis-
tening experience they know well, speculating upon the in-
complete trace of the aforementioned chain of mediations. 
At the very least, the performers’ exaggerated facial ex-
pressions (as in Figure 1) may clue the audience into the 
‘romantic’ qualities of the unheard musical referent. 

 
 
 
 
 
 
 

 
Figure 1. Still from a performance of Carolyn Chen's 

Adagio by Constantin Basica (left), Chris Lortie (center), 
and Charlie Sdraulig (right). Filmed by Dave Kerr. Used 

with permission. 

5. CONCLUSIONS 

Overall, in contrast to their visual counterparts, audio 
scores often represent information and instructions in the 
same domain as the performed product. As such, many au-
dio scores afford the imitation and embodiment of diverse 
sound sources with varying degrees of fidelity. Unlike 
many visual scores, a composers’ conception of a voice or 
instruments’ capabilities need not determine the fidelity of 
the performers’ realization—a somewhat standardized vo-
cal or instrumental approach can be deemphasized in favor 
of an individual musicians’ knowledge of the action-po-
tentials of their specific instrument (as in d’Heudieres’ 
Laughter Studies, Bauckholt’s Zugvögel, and Miller’s 
Guide). Distinct affordances are enacted through the inter-
section of prior cultural practices and the audio score for-
mat: in Laughter Studies, sight reading practices are trans-
lated into a format that limits performer’s abilities to listen 
or infer ahead; a mediated oral tradition in Guide enables 
the qualitative embodiment of the recorded material’s spe-
cific characteristics; Chen’s use of Celibidache’s recording 
in Adagio playfully situates and encapsulates successive 
mediations of Bruckner’s score,15 etc. In addition, digital 
manipulation of recorded sound affords a mutable score-
object as in Stanic’s Open Air Bach.  

15 cf. Michael Baldwin’s BUZZED (2015) for solo French horn where 
several recordings from the collaborative process are edited and layered 
in the final audio score https://michaelbaldwin.online/buzzed/ [19] 
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Category Affordances / Limitations Pieces, Situations 

Reactive Emphasis Real-time improvisatory 
response to sound/per-
formers cannot hear or in-
fer ahead 

Bryars, 1, 2, 1-2-3-4 (1970) 
• instrumentalists imitate their instruments’ parts in record-

ings of popular songs [4] [21] [22] 
Brown, Tomorrow, When I Grow Up (2017) 

• unpredictability of audio score stimulates a performed 
anxiety [23] 

Cassidy, I, purples, spat blood, laugh of beautiful lips (2006) 
• singer matches the pitch of an undulating sine tone gener-

ated by a computer in real time [1, pp.52-53] [24] 
d’Heudieres, Laughter Studies (2015-) 

• spontaneous free vocal imitation and description of an un-
predictable collage of processed recorded and generated 
sound (see also FOR___ ON___ (2015)) [4] [6] 

Palme, Cantu Foliato (2012) 
• choir spontaneously responds to and imitates pre-recorded 

voices [1, p.51] 

Instructive/performative 
prompts 

Bhagwati, various pieces 
• event and instruction cues for executing sounds or chore-

ographies, as well as prompts for improvisation, and imi-
tation of samples or styles [2] 

Castonguay, Le Souffleur (2009) 
• performative prompts sent through Max/MSP [2, p. 26] 

[25] 
Chen, Adagio (2009) 

• Bruckner recording serves as an affective prompt [16] [18] 
Improv Everywhere, The Mp3 Experiments (2004-) 

• a large crowd of participants receive synchronized instruc-
tions for physical actions through headphones in a public 
space [26]  

Mason, felt | ebb | thus | brink | here | array | telling (2004) 
• tempo and pitch cues, as well as instructions referencing 

symbolic visual notation absent in performance [1, p.49] 

Mutable score-object Baldwin, BUZZED (2015) 
• audio re-arranged in DAW during collaborative process 

[19] 
Brown, Tomorrow, When I Grow Up (2017) 

• audio re-arranged in DAW before each performance [23] 
Castonguay, Le Souffleur (2009) 

• composer controls the output to each pair of headphones 
in performance [2, p. 26] [25] 

Schimana, Virus #1.0 - #1.7 (2011-17) 
• resonant body provides live-generated sounds which influ-

ence the performance [2, p. 25] [27] 
Stanic, Open Air Bach (2005, rev. 2013) 

• live processing of existing recording tied to performer’s 
movements [8] 

Real-time ambient sound 
as audio score 

Kubish, Electrical Walks (2004-) 
• participants engage with electromagnetic signals in the en-

vironment via the use of custom headphones [28] 
Lucier, Vespers (1968) 

• blindfolded performers echolocate using the reverberant 
properties of the space as a guide [2, p.25] [29] 

Oliveros, Sonic Meditations (1974) 
• participants reinforce and contribute to environmental 

sounds [30] 
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Category Affordances / Limitations Pieces, Situations 

Rehearsed Emphasis High-fidelity reproduction Bauckholt, Zugvögel (2011-12) 
• recordings of bird calls allow performers to execute a high 

degree of timbral detail in their imitations [10] [12] 
Bell, various pieces  

• cues and click tracks aid performance of microtonal tun-
ings and complex tempi, sometimes in non-standard spa-
tial configurations [1] [3] 

Hadju, Der Sprung, Intermezzo (1999) 
• performers use audio score as an aid for microtonal tuning 

[31] 
Lortie, Incorporate (2018) 

• audio score expedites the communication of complex tim-
bral detail [32] 

Mazulis, Ajapajapam (2002) 
• performers use audio score as an aid for microtonal tuning 

[1, p.49] 
Corruption of memory Bauckholt, Zugvögel (2011-12) 

• sound recordings memorized, but not played back during 
performance; audio score supplemented with a conven-
tionally-notated one [10] [12] 

Lortie, Incorporate (2018) 
• sound recordings memorized, but not played back during 

performance; cues on a computer monitor instruct when 
these are to be performed [32] 

Miller, Guide (2013) 
• sound recordings memorized, but not played back during 

performance; supplemented with a quasi-nuematic score 
using open graphic notation to encourage flexibility [13] 
[14] 

Embedding and situating 
personal, musical and col-
laborative histories 

Applebaum, Clicktrack (2015) 
• each performer creates their own audio score by reciting 

and recording a poem, which subsequently acts as their in-
dividual click track [33] [34] 

Baldwin, BUZZED (2015) 
• indexing of physical movements linked to sounds; the au-

dio score layers successive recordings from the collabora-
tive process between performer and composer [19] 

Chen, Adagio (2009) 
• successive mediations of specific instantiations of the slow 

movement from Bruckner’s 7th symphony [16] [18] 
Miller, Guide (2013) 

• audio score enacts a mediated oral tradition: performers 
embody the characteristics of a specific vocal model cho-
sen by the composer [13] [14] 

Walshe, 1984 IT’S O.K. (2015) 
• audio and visual reference material for specific perfor-

mance attitudes/identities to be embodied [35] 
 

Figure 2. A summary of the principle affordances and limitations of the pieces cited in this paper, Bell [1], Bhagwati 
[2], and d’Heudieres [4]. We have also included additional pieces known to us at the time of writing, which conform to 
our definition of an audio score (see footnote 1). For those audio scores used in performance, many employ headphones 
or ear pieces as the means of transmission (with some exceptions e.g. Brown, Lucier, Oliveros, Schimana, and Stanic).  
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6. FURTHER AVENUES 

Finally, our survey of the affordances enacted in recent au-
dio scores point towards further avenues of exploration for 
creative practice. Chen’s piece is just one of many possible 
hybrid approaches to the relations between audio score and 
performer; cross-modal interactions and mappings could 
be extended further;16 within a single piece, certain per-
formers might engage with visual scores and others with 
audio scores; varying degrees of prescription or flexibility 
in the interpretation of audio scores might be explored; the 
audio score could be at times mutable via live processing 
and at others largely fixed; the score itself could be re-
vealed as an object of aesthetic interest over time—dif-
fused over speakers in different spatial configurations, in-
cluding headphones; evidently, these diverse approaches 
and others might be applied asymmetrically across indi-
vidual members of a given ensemble or at different times 
within one piece. In all of these cases—speculative as well 
as realized—representations of information and instruc-
tions in sound afford the possibility of fundamentally re-
composing the interpretive encounter between performer 
and score. 
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ABSTRACT 

The latent and unstable nature of networked performances, 
where the delayed transmission and uncertain, unstable, 
and compressed reception of transferred information de-
mands scoring conceptualizations that consider the loss of 
the presence information traditionally expected by musi-
cians when performing together in a shared space and time. 
The focus of this study is to develop electronic network-
aware responsive scoring techniques that consider the pri-
mary constraints of networked music performances: i.e., 
latency, uncertainty, multilocated, and digital. Using ma-
chine-learning techniques to investigate and enhance digi-
tally mediated presence technology, scoring possibilities 
are discussed that promote the experience of performing 
together while being remote from each other—connected 
via a public network and subject to latency. This study also 
looks at compositional and technical approaches to creat-
ing responsive scores for networked music performances 
using analysis of transferred sound as a means to generate 
and control metadata and symbolic notation. 

1. INTRODUCTION

The pianist reaches out and strikes a few notes, and a 
phrase glitters across the piano. A moment later, from 
somewhere that cannot be seen, an echo arrives, yet it is 
not a perfect echo. We can hear clearly another piano—
another pianist—out of sight with a slightly different tim-
bre, a slightly different tuning. Our pianist responds to 
the notes she hears; she plays her own echo back, a slight, 
un-avoidable transformation. Again, notes arrive from 
else-where that mirror the sequence—but not exactly, a 
respon-sive spectral apparition. The pianists iterate 
notes and phrases that sometimes align and sometimes 
do not, result-ing in unexpected harmonies and timbres. 
Separated by distance and connected via a digital 
network, the pianists engage with each other using a score 
that responds to their actions; i.e., a performance takes 
place where synchroni-zation is impossible, but music 
happens.  

With the Internet’s extended reach and the development 
of transmission technologies over the last two decades, 
music has become reproducible in unimaginable ways, 
leading to explorations of performing music together over 
the network. However networked music performance has 
yet to enter the common-use arena. When connecting 
remotely, musical participants experience the loss of sig-
nificant amounts of multisensory information that they 
rely on when playing music together in composite space. 
While we can simulate and transfer certain kinds of sen-
sory data, such as high-quality audio and video, outside 
of dedicated networks, this transfer is subject to latency 
and high compression rates, which cause the loss of 
infor-mation and network instability. These factors cause 
musi-cians to perform in unfamiliar territory where 
traditional forms of scoring and time-keeping fail. We 
may instead look towards designing new forms of 
scores and interac-tion that are well-suited to the 
technical, latent nature of the networked performance 
environment, leading to the development of positive 
conditions with the aim of wider adoption of the medium. 

While technical advances in intermachine music net-
working protocols such as MIDI, Open Sound Control 
(OSC), and Dante may be now ubiquitous, creating music 
together over the Internet is largely limited to 
collabora-tions involving the non-real-time transfer of 
files and per-forming together is extremely limited in 
practice. As Nevejan states, “sharing rhythm, without 
having to make any extra effort, creates an initial 
mutual sense of trust” [1]. The latency and unreliability 
of the Internet affects musicians’ effortless ability to 
trust that they are, or even can be, in rhythm with each 
other. This loss of trust dis-rupts the very act of making 
music together. However, mu-sicians have a deep 
capacity to adapt to new technologies. Considering how 
the Internet is deeply embedded within society, and the 
“transcendence of time and place has been a human drive 
for centuries” [2], musicians and audiences will accept 
networked music as a platform for expression given a 
solution for the disruption of rhythm. 

In this paper, I present an overview of the primary char-
acteristics of networked music performance that must 
be considered when developing network-aware 
responsive scoring interfaces specifically designed for Copyright: © 2019 Rebekah Wilson. This is an open-access article dis-
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ported License, which permits unrestricted use, distribution, and repro-

duction in any medium, provided the original author and source are cred-

ited. 

 46



performances over the public Internet. I introduce the 
concept of time-based “musical agents” that act as 
both score and represen-tation of the performance 
environment, where musical agents are detected, 
analyzed, and transformed in real-time by software. 
My work F Not F (2019) is presented as an ongoing 
experiment of this concept into practice. 

2. PRIMARY CHARACTERISTICS OF NET-
WORKED MUSIC PERFORMANCES 

The primary characteristics of networked music perfor-
mances are defined by technology and the imposition of 
that technology on participants. The public Internet is 
a packet-switched network made resilient through its 
decen-tralized design, where data is broken up into 
pieces and transmitted along many possible paths to its 
destination where it is put back together. This design is 
subject to la-tency and instability: i.e., packets may arrive 
late or not at all, which leaves the receiving side unable to 
faithfully re-produce the original. Network latency cannot 
be removed because it is a property of the natural laws of 
physics: i.e., information cannot travel faster than the 
speed of light and latency cannot be reliably 
predetermined or fixed at a cer-tain value. For example, 
latency may change throughout the duration of a 
performance. Consequently, latency and transmission 
uncertainty are primary unavoidable charac-teristics of 
networked music performances. 

The second primary characteristic of networked music 
performances is that participants are multilocated co-
crea-tors. A networked music performance requires at 
least two participants, each inhabiting their own 
distinct acoustic space and influencing a musical result 
that is experienced only by them and their local 
audience. The projection of sound from one location to 
the other creates new acoustic challenges that must be 
considered from a technical stand-point; e.g., is each 
musician provided with a microphone that is mixed with 
as little feedback as possible or are room microphones 
used carefully to provide a reverberant acoustic 
effect? How the acoustic performance details are 
determined often depends on the technical resources 
avail-able from one venue to the next. The third primary 
charac-teristic of networked music performances is that 
presence is digitally mediated: i.e., music is performed 
over a digital network where the signal is certain to be 
digitally encoded, compressed, transmitted, and 
decoded. Sounds, images, and performative relationships 
are managed purely by the means of this digital 
transmission and in the process of this unavoidable 
operation, we afforded the means to further manipulate 
and modify transmissions towards new timbral and 
aesthetic experiences. 

1 Sarah Weaver defines “composite space” as performing in the same 
space at the same time [3], in contrast to “networked space,” where peo-
ple are not in the same space, but are performing at the same time. 

3. VITAL INFORMATION AND RHYTHM

Traditional music performances occur in composite 
spaces,1 i.e., spaces where people are together, here and 
now. In composite spaces, music is synchronized not only 
through music, but also through visual gestures and 
glances, a conductor’s nod, or the down-movement of a 
violinist’s bow. Musicians constantly exchange 
“relational information,” the “tacit, the personal, 
experiential, ethical, aesthetic” [4], and respond to that 
information for the du-ration of their performance. By 
contrast, networked music is mediated presence: i.e., a 
partial presence that lacks the full-sensory relational 
experience of real-life interactions. The performative 
relationships between two or more peo-ple when 
communicating over a network are mediated dig-itally; 
i.e., they cannot sense or exchange presence infor-mation 
without technology. The technology of transmit-ting 
information over the network is full of uncertainties; it is 
latent and unstable. However, it is also capable of 
transmitting what musicians need to perform 
together. Nevejan suggests that “when in trouble, one 
needs good information and good communication; i.e., 
one needs ‘vi-tal information’” [5], which is information 
that “supports survival for a specific person in a specific 
place at a spe-cific time” [5]. 

Transferring vital information in networked music per-
formances is crucial in facilitating synchronization 
be-tween performers. In contrast to the traditional 
perfor-mance setting where ensemble musicians can rely 
on low latency audio and visual communication, when we 
connect remotely, we anticipate that the information that 
informs us about another’s presence will be limited. For 
example, when we video chat with a friend who is on a 
limited net-work, we anticipate glitches and network 
drop-outs that in-terrupt a smooth conversation and we 
accommodate ac-cordingly by perhaps using text chat 
or rescheduling the call for a later time. These 
interruptions result in synchro-nization difficulties where 
we easily misunderstand each other’s rhythmic 
intentions. In a musical performance, par-ticipants must 
consider what conditions can be controlled that limit 
these disruptions and still achieve a sense of shared 
time. Sharing time and rhythm is an important fac-tor 
because it creates performance intimacy between re-
mote participants [6]. 

4. NETWORK-AWARE RESPONSIVE SCORING

A network-aware responsive scoring system is one that is 
in tune with both the conditions of the network and the 
mu-sical performance at the present moment in time. 
Respon-sive scores are graphical scores that in some 
way can be modified in real time to adapt to conditions, 
e.g., graphical scores that are connected to 
environmental input or that update a notation display 
as time passes. Responsive scores present information 
to the musician that reflect how musical relationships 
change over time in ways that static scores cannot, 
offering “ways to deal with time from a realistic 
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standpoint” [7]. Responsive scores also afford mu-sicians 
to engage in the moment to change their actions and create 
a meaningful musical experience, where there “might be 
an urgency and a will to do what is required to effectuate 
that change” [8]. Combining responsive scores with 
techniques, such as telemetrics, machine learning, and 
statistics, responsive scores become network-aware: i.e., 
they can now adapt to latency and bandwidth changes as 
they occur, as well as responding to musical content 
from remote musicians as it is arriving over the network. 
Thus, the network-aware score can respond to and provide 
vital information about the performance environment to 
the musicians by addressing the primary constraints. A 
network-aware score must account for latency, it must 
acknowledge that no single location is the primary author 
or focus of a performance, and it must interface with digi-
tal network technology.

4.1 Existing network-aware interfaces 

Network-aware and -responsive interfaces have been de-
veloped since networks have been in existence. For an ex-
cellent overview of historical real-time music systems for 
networked music, see Georg Hadju’s “Automatic Compo-
sition and Notation in Network Music Environments” [9]. 
To date, network-aware scores have been primarily fo-
cused on transmitting and processing metadata or sym-
bolic information or musical instructions for the perfor-
mance itself due to limitations in compression technology 
and bandwidth. Hadju’s Quintet.net transmits events be-
tween locations over the low-latency User Datagram Pro-
tocol (UDP), presenting musicians an interactive score of 
“certain notes or phrases to be played within time brack-
ets” [10]. Extending this concept is Whalley’s Graphic 
Networked Music Interactive Scoring System, where dis-
tributed clients communicate over OSC and map various 
musical parameters for interactive performances, with the 
common purpose of network-aware scores to “address 
practical timing problems in coordinating network-distrib-
uted participants following a score” [11]. Combining vari-
ous approaches, the graphic and animated notation 
Decibel ScorePlayer system connects over a wide area 
network to transfer score instructions and permutations 
in real-time between remote participants [12]. 

With more recent developments and freely available 
high-quality audio transmission due to the growing ubiq-
uity of broadband networks and concurrent software de-
velopments that offer high-quality, low-latency audio, we 
can now also analyze and modify the transmitted audio 
content itself, satisfying the network-aware requirement to 
consider the digitization and transmission of sound as an 
opportunity to seek new aesthetic approaches. Working di-
rectly with the transmitted audio, Ethan Cayko’s to-
porhythmic research addresses “trans-chronotopic met-
ricity” [13] by realigning decoded remote audio streams 
according to a telemetric-derived compensatory delay to 
achieve a fixed latency. This technical manipulation al-
lows musicians to reliably perform precomposed 
rhythmic patterns while acknowledging the multiplicity 
of the distributed performance environment where each

location experiences time—and therefore rhythm—
differently.

4.2 Integrating network characteristics 

Musicians are highly intimate with latency: i.e., the time 
it takes for a generated sound to reach the ears depends 
on the size of the performance environment and the 
distance from each other within that environment when 
performing in composite space where the response time 
is expected to be within some milliseconds. With the 
added network transmission time; however, response 
time is further in-creased. As Chris Chafe notes. 
“response time is variable depending on [the 
musician’s] attention and what they hear, but it’s way 
longer than the network delay” (private interview with 
the author, 2016). When a musician’s re-sponse time is 
disrupted by network transmission, this la-tency extends 
musical opportunities with a unique dimen-sion because 
it affords further machine-processing latency that would 
otherwise be considered a disadvantage in a 
performance situation. 

Network transmissions not only create response time 
de-lays and the inability to synchronize, but also cause 
con-gestion in networks, leading to unstable connections. 
Un-like in composite space, we cannot reliably repeat a 
musi-cal performance when connected over a network 
because of these unforeseen instabilities that may arise at 
any time. The musical score for remote participants 
must be de-signed for uncertainty and therefore be 
considered a guide to be followed rather than a score that 
can be reliably re-produced from one performance to the 
next given similar conditions. 

4.3 Types of music representation 

Hadju and Didkovsky state that in “current 
[networked music performance] environments one can 
typically differentiate three types of music representation 
being transmitted over the network” [14]. They go on to 
list the following: 

1. Low-level audio, which can either be multichannel
uncompressed or compressed (which increases la-
tency, but allows audio transmission over consumer
lines).

2. Mid-level performance data, which include note
event or continuous-control messages generated by
MIDI or alternate controllers.

3. High-level score data for symbolic representation
of music.

I propose a fourth type of representation, i.e., the 
analysis and musical representation of digitally 
captured perfor-mances in audio format. With the aid 
of music infor-mation-retrieval methods and machine-
learning methods, performative behavior patterns or 
“musical agents” can be detected in near-real time, 
processed locally, and transmit-ted over the network.  
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5. MUSICAL AGENTS

Hatten states that a “semiotic attribution of agency typi-
cally involves a sentient being that may set into action 
var-ious tools” [15]. Hatten introduces the idea of virtual 
agency, where a musical gesture or idea implies a 
creative force that generated that gesture or idea. The 
gestures then become agents of intent. When performing 
over a remote network where presence is mediated by 
technology, thesource of agency is hidden from us, yet 
we assume some-one, or something, created the sound we 
are hearing or at least triggered a process that set that 
sound into motion. Given we are communicating via 
technical means, we have data to detect and measure 
musical agents, and apply transformations and return 
them back to the remote space. By collecting and 
extracting these data, we can process and analyze these 
agents and expose new methods of operating within the 
constraints of the performance environment. Where 
natural human senses cannot detect the source of an 
action, technology can help us navigate this unknown ter-
ritory through the transmission and generation of vital in-
formation and create new performance perspectives. 

5.1 Detecting and manipulating musical agents 

Musical agents serve to illuminate and respond to the pri-
mary characteristics of networked music performance and 
provide a channel for the transmission of vital 
information. This is achieved by classifying a musical 
gesture for each agent that can be documented, 
performed, modified, and transmitted. For example, the 
agent might be a series of pitch sequences in 
combination with certain loudness en-velopes and timbral 
fingerprints. Given a set of data, dis-tinct patterns can be 
stored and later recognized with the assistance of 
machine-learning applications. By detecting the 
transmission of the pattern, we know whether the agent 
has been transformed in some way, either by the musician 
or the network performance conditions. 

5.1.1 Agent classification 

Classifying a musical agent requires training on a certain 
pattern and consequently detecting that pattern using fea-
ture detection. Once the composer has decided which mu-
sical features [16] she wishes to detect, a convolutional 
neural network, which is “a set of filters that are trained 
to extract the most relevant features for detection from 
the received signal” [17] can be trained and deployed to 
ex-tract these features [18]. Where the agent is comprised 
of multiple components, several passes of sequence 
detection permits classification as a whole. 

Machines are very good at classifying if they have been 
provided with sufficient and suitable training data, and 
the classification challenge matches the training data to 
an ad-equate degree. Deciding how to encode and train 
sound data so that it can be classified becomes an 
aesthetic deci-sion, as does choosing the degree of 
accuracy and accepta-ble processing latency during a 

2 Quality of experience (QoS) is a set of network performance metrics 
(see RFC 6390, https://tools.ietf.org/html/rfc6390). 

performance. Classification also requires significant 
attention to the data-capture method: e.g., when the input 
data changes, the result also changes. For music 
classification, this means that we must clearly define the 
classes and train as many different kinds of input as 
possible that reflect the classes under different conditions, 
i.e., with a variety of recording environments and 
instruments. As classification and pattern detection/
analyses improve, more complex decision-making tasks 
can take place. For now, the processing latency, clas-
sification errors, and statistical uncertainties due to insuf-
ficient data and processing time must be embraced when 
designing machine-learning score integrations. 

5.1.2 Agent comparison 

Once a musical agent has been detected, we can obtain 
fur-ther detail through comparison with ideal, statistical, 
and historical agents. This creates a layer of 
comprehension: i.e., not only have we detected agents, 
but we also have coherence though means and 
variance. We might also compare the real-time 
transmitted model with statistical analysis of randomness 
generated by a computer model to generate yet more 
layers of data. For example, detecting vertical note 
alignment patterns through a loudness-based chromagram 
[18] permits the composer to input a series of 
chromagrams to be matched with more nuance than 
simply detecting a series of pitches. With the additional 
factor of loudness, a variety of variation is allowed for in 
the com-position.

5.2 Data collection 

Networked music performances inherently contain multi-
ple forms of information that expose its past and current 
states, including those of digitization, encoding, transmis-
sion, and decoding. The aim of data collection is strongly 
task-oriented, where data is not inferred through analysis, 
but retrieved from existing sources of measured infor-
mation. Data sources in networked music performances 
in-clude telemetric data from the network itself, 
machine data, and metadata. Data collected from these 
sources do not tend to require additional processing: i.e., 
data in its raw format tell us the state of the system at 
the time we requested it. 

5.2.1 Telemetric data 

Telemetric data are the information automatically derived 
from the information generated by machine protocols dur-
ing the transmission process and are designed for remote 
monitoring of equipment and services, which allows the 
calculation of statistical parameters (usually means and 
variance). Real-time protocol telemetry tells us detailed 
in-formation about the transmission, including latency or 
the time it takes for the data to be transmitted between 
loca-tions, the average rate of packet loss, the rate of 
change or “jitter” in latency, the number of packets 
discarded or re-paired, and a number of other useful 
measurements, such as the cumulative number of packets 
lost. Using this information, we can keep the participants 
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informed of the state of the performance environment by 
providing quality of experience,2 and we can use the data 
as variables in musical algorithms and processes, such as 
is demonstrated in section 8. Figure 1 shows a real-time 
matrix of extracted data presented in a format that allows 
participants to absorb the present status of the system over 
the last 60 seconds at a glance. 

Figure 1. Historical real-time output statistics of a net-
worked music performance. 

5.2.2 Music information retrieval 

Music information retrieval primarily takes one of four 
forms [19]: images, such as a score; symbolic, such as 
MIDI; metadata, such as the instrumentation or knowledge 
about the performance and its environment; and digital au-
dio. In networked music, we might classify telemetry as 
metadata. Music information retrieval permits us to make 
decisions specifically pertaining to music and perfor-
mance: i.e., a score provides instructions on how and when 
to emit sound. MIDI and similar note-event systems tells 
us what electronic signals have been emitted, and infor-
mation about digital audio gives us performance cues and 
markers. Such information is highly useful in determining 
context, particularly when musicians are remote from one 
another. 

5.3 Data extraction 

In contrast to data collection, data extraction is a creative, 
analytic process where, instead of gathering readily ex-
posed information, meaningful information is inferred us-
ing algorithms. The extraction itself becomes part of the 
composer’s process as she identifies and implements suit-
able algorithms, selects which data streams to input, and 
determines how to present the output to the data proces-
sors. Two immediate methods in networked music perfor-
mances are those of processing the audio signal itself via 
digital signal processing (DSP) and extracting information 
about the transmission through a time-geography analysis. 

5.3.1 Digital signal processing 

One of the methods for extracting data from sound is DSP. 
As opposed to metadata collection, DSP is an algorithmic 
process that demands consideration of a variety of factors; 
therefore, it is a creative practice. DSP techniques can ex-
tract vertical and horizontal spectral and intensity infor-
mation [20]. From these, we can deduce musical descrip-
tions from the sound, such as invariance in pitch, loudness, 
duration, and spatial position. Using machine-learning 
techniques, we can extract musical features, such as beat 
tracking, chromagrams, and instrument detection and sep-
aration [21]. With this information at hand, the composer 
can implement a system that, e.g., listens to pitch or 

melodic content and responds accordingly, or can synchro-
nize events according to note onsets. 

5.4 Time-geography approach 

Time and space are intertwined in networked music per-
formances. Time-geography [22] is an investigation into 
spatiotemporal processes that tell us about “potential en-
counters between agents” [23] and how those agents are 
constrained by space and time: e.g., by capability, cou-
pling, and authority [22], where capability is the con-
straints dictated by the system in which the agent exists, 
coupling is being together in a place and time, and author-
ity tells us about the forces that the agent is subject to. With 
these topologies, we expose the interconnected nature of 
the performers with the musical environment including the 
transmission network, where time-geography’s “two main 
tenets are that time and space are seen as resources and that 
the constraints which operate on human beings particularly 
in the physical environment, are the primary dictates of hu-
man experience” [24]. A time-geography approach detects 
how agents are moving through time and space, and “dis-
tinguishes between fixed and flexible activities based on 
their degree of pliability in space and time” [25]. By com-
bining telemetric analysis with musical feature analysis, 
time-geography techniques can tell us about under what 
limitations the system is operating: e.g., if a pattern expe-
riences deviation due to congestion occurring over the net-
work, which creates ripple effects for each agent’s re-
sponse time and thereby influences the musicians’ ability 
to perform. 

5.5 Pattern recognition 

Where situations can be described as abstract logical prob-
lems, machine-learning algorithms are better than humans 
at detecting patterns. Automated pattern recognition tech-
niques can use training data to detect relationships to ex-
isting known sequences, or they use the sequence itself to 
describe relationships within that sequence as the time se-
ries occurs. Pattern recognition implies having a pattern to 
recognize. For example, in networked music perfor-
mances, we would simply train a recurrent neural network, 
such as long short-term memory or bidirectional recurrent 
neural networks [17] depending on our requirements, with 
initial telemetric data giving a base reading of the environ-
ment before a performance begins. Once the neural net-
work has been trained, we will output data that can be 
folded back into the score. 

5.6 Sequence deviation 

Statistical reporting of deviations from a sequence, where 
anomalies and detected and measured, can be applied to 
both high-level agent movements in time, and within the 
agent itself when investigation change in pitch or harmonic 
sequences. In networked music performances, this deter-
mines when musical agents are subject to variation, and 
can be applied in scoring situations to detect both the 
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creative decisions made by musicians and evaluate trans-
mission performance within the network. 

5.7 Sequence prediction 

To add yet more layers of interpretation to her application, 
the composer may choose to predict the next events in a 
given time-series. Where the objective of a predictive 
model is to estimate unknown variables for two-dimen-
sional sequences, such as pitch prediction, note onsets, en-
velopes, and network telemetrics, statistical forecasting al-
gorithms are most useful where, at least for short-term 
forecasting, machine-learning algorithms offer little bene-
fit at the expense of complexity [26]. 

5.8 Composite models 

Integrating multiple algorithms and processes allows the 
detection and generation of multiple types and layers of 
sequences, allowing a more-sophisticated nonisomorphic 
approach to working with digital interfaces. When a mas-
sive data cloud can be processed, this exposes information 
about music as it happens and delineates the spatiotem-
poral relationships between remote participants. Data anal-
yses give the composer and musicians insight towards both 
creating an informed performance environment and con-
sidering future potential opportunities. 

6. F NOT F: ANALYSIS OF A NETWORK-AWARE
SCORE 

F not F (2019) is a continuous research project that puts 
into practice the principles introduced in this study: i.e., 
using machine-learning and statistical techniques to de-
velop a responsive network-aware score interface. By an-
alyzing the performance conditions, the score reacts to 
time-based pattern synchronization where the intent is to 
react to trajectories and thresholds that must be met before 
making certain decisions. To achieve this, a series of mu-
sical agents are deployed, where musical patterns that are 
distinguishable by the machine are analyzed. 

The title of F not F refers to Nevejan’s work on presence, 
where participants share or do not share time, space, and 
action. They may be “here” or “not here,” and they may be 
participating “now” or “not now.” That is, perhaps the mu-
sicians are responding to each other in real time or they are 
performing alongside a recording [5]. The title F not F sug-
gests the mathematical concept of a function where input 
relates to an output. 

6.1 Version 1 

The first iteration of F not F was a custom Python program 
and a fixed notated score created for a live musical exper-
iment between two pianists located in Ghent, Belgium, and 
Rotterdam, The Netherlands, which was presented at the 
Orpheus Institute’s March 2019 conference on Simulation 

3 Aubio is a C library and Python interface for the extraction of anno-
tations from audio signals (see https://aubio.org). 

4 Librosa is a Python package for music and audio analysis for the pur-
poses of music information retrieval (see https://librosa.github.io). 

and Computer Experimentation in Music and Sound Art. 
During the performance, the pianist’s sound was continu-
ously analyzed by musical feature extraction methods us-
ing the Aubio3 and Librosa4 libraries. The program in-
gested real-time data that was sent to a computer vision 
program built on TensorFlow5 and Keras6 with the aim to 
determine what musical phrase was currently being per-
formed. The program had been trained prior with 16 musi-
cal phrases, recorded hundreds of times in a variety of con-
ditions, and translated into chromagram images (Figure 2). 
The chromagram was selected over the spectrograph or 
other feature- visualization methods after the testing of all 
of Librosa’s options determined that the chromagram was 
the most easily recognized image by the computer vision 
software. 

Figure 2. A musical phrase in F not F v. 1 and the chro-
magram representation of three recordings of that phrase. 

These images served as training data to the program’s 
machine-learning computer vision system. The perfor-
mance consisted of the musicians playing a phrase a pre-
determined number of times, and then moving on to the 
next phrase. The discrete input of each pianist’s mono-
summed signal was recorded in real time by the program, 

5 TensorFlow is a platform for developing and training machine-learn-
ing models (see https://tensorflow.org).

6 Keras is a high-level neural network Python API (see https://keras.io).
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saved in 5-second wav files, one for each channel, and then 
immediately translated into chromagram images. The im-
age was sent to the machine-learning program where the 
most-likely match was determined. This process took a 
few milliseconds. Once the program recognized a phrase, 
it triggered playback of samples from a bank selected ac-
cording to the detected phrase. In all, a <6-second delay 
was experienced for the program to ingest and return the 
result. This delay informed the compositional structure 
where the musicians were instructed to repeat the musical 
patterns several times. 

6.2 Version 2 

F not F is a necessarily simplified implementation of the 
technical ideas discussed here; i.e., it is a constant work in 
development as the sophistication of tools improves. Ma-
chine learning is currently prone to error and ambiguity 
must be anticipated. Consequently, F not F is designed to 
embrace machine ambiguity while being structured overall 
for development of compositional narratives. Version 2 al-
lows for a greater number of musicians and a variety of 
instruments to engage with musical agents. While version 
1 was a static instructional score, a real-time score is gen-
erated for version 2, which can be viewed on a tablet con-
nected to a central computer over a local or remote net-
work. Like in the first version, an agent is a predefined mi-
croscore containing a distinct musical pattern where the 
rhythm and pitches can be easily detected by a machine. In 
version 2, agents become more sophisticated: i.e., a soft-
ware program listens to each musician independently for 
the pattern and applies an interactive musical response. Ta-
ble 1 lists events that are sent to the score once analysis has 
returned a result. 

Analysis result Action 
A pattern has been partially 
detected 

Trigger array of detected pattern 
string with threshold float value 

A complete pattern has been 
detected  

Trigger detected pattern string 

The degree of synchronicity 
between any two data streams 

Continuous stream of sync 
percentage (float array) 

The degree of synchronicity 
between all streams (global 
synchronicity) 

Continuous stream of sync 
percentage (float) 

Telemetric data Continuous stream of latency, 
packet loss, etc., to allow for 
synchronization calculations 
(e.g., mixed float, integer array) 

Table 1. Analysis results and corresponding events 

Version 2 of F not F is structured as a series of semi-
notated precomposed instructions. For each series, musi-
cians are presented with a series of notes. Figure 3 shows 
three examples of a note series that correspond to sections 
of a harmonic series, quantized to the semitone. 

The musicians are instructed to improvise on the pro-
vided note series, playing notes in any order at a specified 
tempo and dynamic, but with deviating rhythms and tim-
bres of their own choosing. For example, a resulting 

rhythm might sound something like the two rhythmic pat-
terns shown in Figure 4. 

Figure 3. Three examples of a series: one for each musical 
agent. 

Figure 4. Two musician-determined rhythmic pattern ex-
amples. 

From this improvisation, all instruments in the ensemble 
combine to create a semi-chaotic timbral and rhythmic ef-
fect that continues for an indefinite period of time. The ma-
chine listens for a pattern it recognizes, which initially will 
be a partial pattern. Once this event occurs, the detected 
pattern becomes the focus: i.e., the “musical agent” that 
matches that pattern is initialized and the agent pattern be-
gins to emerge in the score. As illustrated in Figure 5, the 
musicians begin to interleave the agent pattern (top se-
quence) with the chaos series (highlighted lower se-
quence). The score encourages the musicians to gradually 
play the agent pattern gradually more and more by flicker-
ing between the two layers, while the machine increases its 
reading of partial-pattern detection length. 

Figure 5. Two examples of an agent pattern that would be 
animated and interlaced with its corresponding chaos se-
ries. 

The musicians should now be starting to play the agent 
pattern more than not, which allows the machine to match 
complete instances of the agent pattern and calculate the 
level of horizontal rhythmic synchronicity between musi-
cians, reading telemetric data to calculate for latency. Once 
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synchronicity crosses a determined threshold, the next se-
ries is triggered: i.e., the previous agent pattern disappears 
and a new chaos pattern is shown to the musicians. This 
cycle can continue as long as the participants and com-
poser wish, by supplying more or fewer patterns until the 
machine has completed its tasks. 

An agent may also have a particular set of parameters 
that determine its musicality: e.g., it may respond to se-
lected types of data streams or unique triggers specific to 
that agent to generate correlated effects using granular syn-
thesis or other processing effects. In F not F, an agent may 
be responsive to the current global sync value in real time 
and react as outlined in Table 2. 

NOT IN SYNC 
(<20%) 

WITHIN 
THRESHOLD 

(>20% to <80%) 

IN SYNC 
(>90%) 

No effects Clicks, noise bursts, 
sine tones 

Agent sample 
triggers 

Increasing granular 
synthesis level 

Granular synthesis 
immersion 
Countdown to next 
series 

Table 2. Triggering electronic effects in F not F 

When the musicians are not in sync, there are no effects. 
This decision was made so they can more easily seek syn-
chronicity with each other. As their sync increases, so do 
the effects and granular synthesis levels. The intent of in-
creasing and decreasing the intensity of electronic effects 
is to offer the musician the musical choice of whether she 
wishes to move towards or away from sync, depending on 
her musical intentions in accordance with the ensemble. 

7. FUTURE WORK

The long-term goal of this research study is to develop ad-
vanced methods for detecting how musical agents are cre-
ated and transmitted between networks. Learning how they 
interact and modified and transformed, whether by musi-
cian or machine, guides us towards understanding how 
participants experience and react to being in-time and in-
rhythm with each other when performing remotely over a 
network. While being a disruptive factor in music, latency 
can be used for positive gains with machine interaction. 
The unavoidable delay can be well-utilized, where the 
transmission wait can be used to analyzed and generate 
performative interfaces for musical developments. Devel-
oping complex network-aware systems demands the inter-
section of real-time machine protocols with human-level 
research on mediated presence technology and theory and 
computer music studies. Collecting data from as many 
sources as possible at the time of creation and processing 
that data with algorithmic approaches allows us to create 
sophisticated sound processing applications and score cre-
ation for distance-aware composition structures while 
building strong musical relationships and transferring the 
vital information that musicians need when performing re-
motely. When working with sophisticated graphical inter-
faces, the transmission latency could be highly beneficial, 

e.g., when developing complex, immersive works using
virtual and augmented reality tools.

Most machine-learning and statistical technologies to 
date are focused on genre classification or harmonic anal-
ysis. A real-time library for detecting and comparing 
sound features such as timbre, note onset and decay, and 
agent detection and comparison, e.g., would allow the 
composer to consider greater score and compositional 
complexities. As detection and analysis tools become more 
sophisticated, such as the real-time application of deep 
learning tools to recognize activities [27], composers will 
have the ability to model and detect musical features at fine 
resolution and great speed at their fingertips [28]. In addi-
tion, structural and decision-making events can be ana-
lyzed and cocreated by musicians and machines. In step 
with advances in analysis, innovations in digital scoring 
technologies increase the possibilities of representing this 
information with highly sophisticated responsive musical 
agents, which leads to more meaningful encounters be-
tween remote musicians and computing systems. As 
greater amounts of data become available, human percep-
tion tends towards perceiving greater meaning; i.e., we at-
tribute a machine’s complex recognizable patterns to 
mechanisms imbued with agency. 

Ultimately, there are undiscovered depths of exploration 
in relation to performance and the machine, and our con-
tinued curiosity will certainly uncover many more aes-
thetic and technical applications. This research works to-
wards the creation of a functional library of performance 
and scoring tools, while growing the portfolio of net-
worked music performance works by this composer. She 
hopes to entice others to approach networked music per-
formance as a source for novel and intriguing aesthetic op-
portunities. 
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NETWORKED MUSIC PERFORMANCE IN THE  
ST. PAULI ELBE TUNNEL 

 

ABSTRACT 

In this paper we present a new distributed score display 
system currently under development at the Hochschule für 
Musik und Theater, Hamburg (HfMT). The project was in-
itiated as part of a large-scale live performance in the St. 
Pauli Elbe Tunnel (sometimes also referred to as Old Elbe 
Tunnel), for 144 musicians spread out over the 864 meters 
of its two tubes. We describe here the background of this 
project and the current status of the technological and mu-
sical considerations required to achieve this event. 

1. INTRODUCTION 

In a presentation on his piece Music for a Wilderness Lake 
(1979), R. Murray Schafer referred to it as a “music for a 
place (personal communication).” This music greatly de- 
pends on the topology of the environment it is performed 
in. While cases of topologically informed music (with 
static and/or moving musicians) have already existed in 
since the 1500’s with renewed interest in the 19th century 
(in his Memos Charles Ives tells the story of his father ex-
perimenting with marching bands walking towards each 
other and playing different tunes), it became more of a 
practice during the second part of the 20th century. Exam- 
ples include Musik für ein Haus (Stockhausen, 1968), Eine 
Brise / Flüchtige Aktion für 111 Fahrräder (Kagel, 1996), 
music by Alvin Curran who created music performed in 
the Sydney harbor or on the river Thames, among other 
places.  

One of the difficulties of such a practice is maintaining 
synchronicity, as the participants either act on their own or 
execute scores with little coordination amongst each other 
due to lack of visual and auditory cues from a central agent 
/ conductor. Such difficulties are aggravated if the location 
of the performance is a virtual one such as in networked 
music performance (NMP). Recent developments in digi-
tal technologies have leveraged some if not all of these dif-
ficulties by providing audiovisual tools. They are either ca-
pable of creating a shared space by low-latency streaming 
or the exchange of control messages. While audio/video 
streaming has yielded excellent results since the early 
2000s (e.g. CCRMA’s software solution JackTrip [1]), 
systems that feature music notation in networked environ-
ments have been rare and only become more widespread 
since about 2010. Quintet.net [2], a networked multimedia 

                                                        
1 In an experiment featuring a violin playing scales at mezzo 

forte dynamics, it could be heard at 50m distance as if it was still 
be played right next to the observer 

performance environment developed by Georg Hajdu is an 
earlier example of software in which the interaction of mu-
sicians is facilitated by a visual notation layer. The Decibel 
Score Player is another practical solution available as a 
commercial solution since 2012 [3]. 

“Situative scoring” is a term coined by Sandeep 
Bhagwati [4] referring scores that “deliver time- and con-
text-sensitive score information to musicians at the mo-
ment when it becomes relevant.” According to Bhagwati, 
“reactive, interactive, locative scores have added new op-
tions to situative scoring [lately].” The members of the Eu-
ropean Bridges Ensemble (in existence between 2005-
2015) were widely focusing on scores, capable of captur-
ing the specificities of a particular performance scenario 
[5]. Other approaches to live electronic scoring have been 
covered extensively in the December 2014 special issue of 
Organised Sound [6]. 

In this paper we are describing the musical and techno- 
logical prerequisites for a project dubbed Symphony for a 
Tunnel which has been realized in Hamburg in May of 
2019. The Old Elbe Tunnel is a remarkable landmark in 
the heart of the Hamburg port. Completed in 1911, it was 
considered a technological marvel at the time, connecting 
two neighborhoods below the Elbe river. Featuring two 
parallel tubes for pedestrians, cyclists and automobiles 
(each about 430 m in length) which are being carried down 
/ up by sizeable lifts to / from the bottom 24m beneath the 
surface, it is also an extraordinary place for performances. 
Its Jugendstil half cylinders form a resonant body in which 
the sound of a single instrument carries over large dis-
tances with relatively little decay1. 

The Stage 2.0 grant within the Innovative Hochschule in-
itiative of the Federal Ministry of Education and Research 
in Germany (BMBF) has laid the financial foundation for 
a musical project in the tunnel. The aim is to connect a 
large number of musicians via a network of connected de-
vices delivering scores on time. We went through a num-
ber of scenarios until zooming in on the most practical so-
lution: As the ideal spacing of individual musicians was 
determined by us to be around 5 to 6 m, it was a most wel-
come finding that dividing the total length of the tubes by 
6 m yielded nearly 144, a highly divisible number carrying 
technical and compositional meaning. For instance, this 
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number allowed us to define identical sub-groups consist-
ing of 12 musicians each or to place 8 access points at reg-
ular distances between musicians (see Figure 6). An older, 
safer idea consisting of tablet computers connected to a 
wired Ethernet network was abandoned in favor of a Wi-
Fi network as it would have required anywhere between 
2.5 and 5 km of cables depending on the number of 
switches involved. Another serendipitous finding was that 
when Rama Gottfried joined the Stage 2.0 project in 2018, 
he had already been working on a node.js-based system for 
the Berlin Ensemble Mosaik and possessed the expertise 
to take on a project that would also take advantage of Cy-
cling ’74’s recent effort to integrate node.js into their Max 
multimedia authoring environment. 

2. FOUNDATIONS 

A small number of software solutions are capable deliver-
ing scores in a networked environment, most notably In-
Score [7], bach [8], the Decibel Score Player and 
MaxScore [9]. MaxScore emerged from the ongoing effort 
to provide a robust notation layer to the Quintet.net multi-
media performance environment and has first been used in 
2007 in a performance at the Budapest Kunsthalle. 
MaxScore went through several iterations and incarnations 
(e.g. as LiveScore bringing standard music notation to the 
Ableton Live Digital Audio Workstation). For clarity’s 
sake we will now use the following nomenclature: 
MaxScore denotes the environment consisting of numer-
ous objects, abstractions and scripts while the name 
MaxScore object refers to the Max Java object called 
com.algomusic.max.MaxScore. The MaxScore object is 
based on the Java Music Specification Language (JMSL), 
a Java-based music programming language developed by 
Nick Didkovsky and Phil Burk [10]. In contrast to other 
Max notation solutions it requires a canvas to which it 
draws to and receives mousing information from. This “di-
vision of labor” affords considerable flexibility as it allows 
the MaxScore object to render to various targets, such as 
Max drawing objects (namely lcd, jsui, jit.mgraphics) as 
well as Scalable Vector Graphics (SVG) and Portable Net-
work Graphics (PNG) files, the latter via Max Jitter matrix 
export). Drawing commands, specific to the environment 
they are being executed in, can be defined as “rendered 
messages” and attached to notes, staves or measures. 

In a 2018 TENOR paper, Hajdu and Didkovsky [11] de-
scribe how scores generated by MaxScore could be dis-
played in real-time on iPads and browsers via the Max 
Mira and MiraWeb systems. This approach relies on the 
Max fpic object which can be mirrored on handheld de-
vices. However, having to create a PNG of the entire score 
of each time it changes (amounting to substantial docu-
ment sizes) was found to significantly slow down the per-
formance of the Mira/MiraWeb system. After testing vari-
ous approaches, we found that we were able to leverage 
the JavaScript/HTML 5/SVG features built into modern 
browser for much faster results. 

Our efforts thus led to the development of DRAWSOCKET, 
a Node.js-based solution allowing on-time delivery of 

scores that can be scaled and animated without loss of 
quality (due to the use of vector graphics). 

3. DRAWSOCKET 

The DRAWSOCKET system consists of a Node.js server 
running inside a Max abstraction called hfmt.drawsocket 
(see our companion paper [12]). Using the NodeForMax 
environment, the server functions to relays messages from 
a Max patch to client browsers, routed to individually ad-
dressable channels based on the browsers’ URL. The 
server uses the URL as an OpenSoundControl (OSC) ad-
dress prefix, which tags messages with a target destination. 
When new drawing commands are received by the server, 
the commands are routed to the client browsers via Web-
Sockets. On receiving new messages from the server, the 
client parses the data and uses it to produce new display 
information in the browser, using SVG as the main display 
format. The system also provides tools for animation of 
graphic elements, as well as user interaction callbacks, 
among other features. With this system in place, MaxScore 
connects through the hfmt.drawsocket Max abstraction to 
the client browsers, and then renders its score for each re-
mote location based on the OSC address prefix (Figure 4). 

4. MAXSCORE 

As mentioned in section 2., MaxScore possesses a fair 
amount of flexibility in terms of rendering to a wide array 
of targets. The JavaScript object render2Browser.js was 
created to facilitate the communication between the 
MaxScore object and the hfmt.drawsocket abstraction. The 
js object was designed with massive networked music 
performance in mind. Such performances pose enormous 
difficulties when distributing large scores with dozens of 
staves. In performances with Quintet.net, scores 
containing just a few staves were split into instructions to 
be reassembled by individual instances of the MaxScore 
object and rendered locally by the Clients. But doing the 
same with dozens of instances (potentially destabilizing 
the environment and introducing unwanted latency), we 
re- sorted to a different strategy by implementing the 
concept of multi-client rendering, treating the ensemble of 
clients like one single canvas. In MaxScore, nearly every 
rendering message contains indexes referring to the 
notation object it represents. Thanks to those indexes, 
render2Browser.js is capable of dynamically reroute a 
rendering message to targets set by the staffgroups 
attribute. This attribute can have the following values: 
score, parts or a list containing indexes (for individual 
staves), two indexes joined by hyphens (for a staff range) 
or any number of indexes joined by plusses (for arbitrary 
collections of staves), such as in this example:  
 

staffgroups 0 1-2 2 0+3 
 

In addition to splitting and routing messages, the object is 
also capable of respacing staves so that they always appear 
on top of the page. It does so by querying the MaxScore 
object during rendering to obtain crucial information about 
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staff spacing and using this information to apply offsets to 
the y values of each message to be rendered. 

Figure 3 shows a sample of rendering messages gener-
ated by the MaxScore object. Note that nearly every mes-
sage is accompanied by indexes (in red) referring to the 
notation object they represent. The y coordinates (blue 
numbers) are remapped according to the current 
staffgroups setting.  

 

 
Figure 1. A score with a random melody rendered in 
MaxScore’s default layout. 
 

 
Figure 2. Same score after applying proportional notation. 
The default hold times indicated by the blue lines are set 
to 80% of the events’ nominal duration.  
 

 
 
Figure 3. A sample of rendering messages generated by 
the MaxScore object. Each element is accompanied by an 
index (such as Note 0. 0. 0. 0.) which can be used to dy-
namically split the score into parts to be sent to individual 
targets. 
 
The somewhat cryptical RenderMessage message contains 
a gzip’ed JSON object which, when deserialized, contains 
the code for graphical score elements such as line, rectan-
gle, arc or image. The render2Browser.js object is also ca-
pable of animating any number of cursors moving across 
set of measures and staves.  

To scroll the entire score horizontally, we created an-
other JavaScript object called maxscore.proportionalNota-
tion.js. It toggles between MaxScore’s default score layout 
and its proportional representation by hiding rests, stems, 

beams and naturals and indicating the duration of a note by 
a line extending from a note (see Figures 1 and 2 as well 
as Figure 7). The length of a measure is calculated by ob-
taining its tempo and time signature values and taking a 
setTimeUnit (denoting pixels per second) attribute into 
consideration. The durational spacing base value of 0.385 
has proven to be optimal for spatially representing the delta 
time between events [14]. The start message will cause a 
playhead to appear at the position given by the scoreLeft-
Margin attribute and instruct the browser to scroll the score 
(Figure 2).  

 

  
Figure 4. Max patch featuring the render2browser.js ob-
ject as well as the hfmt.drawsocket abstraction containing 
the node.js script in charge of communicating with the cli-
ents. 

5. SETUP IN THE ELBE TUNNEL 

The performance system for the Elbtunnel performance con-
sisted of a central server running the MaxScore / DRAW-
SOCKET framework, and eight Ubiquiti Unifi WIFI access 
points providing robust and redundant coverage inside the 
tunnel. 

The APs were connected to the network by switches linked 
via fiberoptic cables to overcome the limitations of current 
Ethernet cables. Each of the 144 performers had an iPad 
mounted on a music stand, connected to the central server via 
a unique URL-OSC routing prefix (e.g. /1, /2, /3, ..., /144 ). 

There were 4 concerts on May 25 and 26, 2019 with pieces 
written by established composers as well as HfMT multime-
dia students. The tunnel has been closed for traffic and the 
audience was allowed to freely move around during the per-
formance. 

 

 
Figure 5. Excerpt from Raindrops Keep Falling (2018) for 
clarinet, cello, drum set and multimedia. 

tempoqtrequals 20. 21. 0.5 Measure 0. ... 
tr 22. 75.959999 0.5 Staff 0. 0.  
staffnumber1 0. 63. 0.5 Staff 0. 0.  
timesig4 43. 57. 0.5 Staff 0. 0. ... 
StaffLine 0. 0. 4. 0.5 20. 75. 300.660797 75. false ... 
frgb 0 0 0 
noteheadblack 83.620689 57. 0.5 Note 0. 0. 0. 0.  
frgb 0 0 0 
no accidental 75.555557 57. 0.5 Note 0. 0. 0. 0. 
frgb 0 0 0 
stem 76.620689 79. 0.5 Note 0. 0. 0. 0. STEM DOWN  
RenderMessage staff 0 0 166. 13. 0.5 
rendered Picster−Element[5] 175.3ocUOsnBBCCCzOk6dAg[...] 
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Figure 6. Cross section and top view of the Old Elbe Tunnel. Eight access points will be spaced at regular distances, each 
providing coverage for 18 players. 
 

 
 

 

 
 
Figure 7. A score by HfMT alumna Dong Zhou showing 8 of 144 staves (top) rendered dynamically in separate browser 
windows (center and bottom). The staves are split by render2Browser.js. The interface elements developed for practicing at 
home are being added programmatically in a separate step while interface used in the actual performance differs in that the 
users can’t start the performance by themselves and instead operate a button to indicate their readiness.
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6. CASE STUDY 

A performance at the December 2018 International 
Workshop on Computer Music and Audio Technologies 
(WOCMAT) in Hsinchu, Taiwan posed an excellent op-
portunity to test drive the software before it was tried in 
the tunnel. A new piece (Raindrops Keep Falling) by 
Georg Hajdu for clarinet, cello and percussion with mul-
timedia consists of a transition between various rain sam-
ples and a late-1960’s hit called Raindrops Keep Fallin’ 
On My Head mediated by a Max Pluggo effect called 
Raindrops2. The piece features 12 different versions of 
the song found on the Internet. The HfMT graduate stu-
dent and research assistant James Cheung arranged the 
songs in such manner that they all share the same tempo 
structure and key signature, allowing the seamless navi-
gation between those versions. James also created an ar-
rangement of the song for the aforementioned instrumen-
tation to be performed simultaneously with the record-
ing, which was further subject to processing. First, parts 
of the score were “whited out” by a probabilistic process 
so that more and more events were allowed to appear par-
alleling a similar process applied to the audio tracks. The 
whiting-out was achieved by a JavaScript object called 
maxscore.whiteout.js capable of applying a “whiteout” 
gradient to a given section (the name was inspired by Cat 
Hope’s piece The Great White). Second, the score was 
turned into proportional notation, transmitted to the iPads 
of the performers via DRAWSOCKET and scrolled in synch 
with the audio. The system held up to its promise as a 
computer-based conducting system. The scrolling was 
fluid and the musicians stayed in tempo despite the 
tempo fluctuations in the audio track. 

7. FUTURE WORK 

The St. Pauli Elbe Tunnel project proved to be a success-
ful test bed for situative performances of orchestral di-
mensions. This project will be further developed accord-
ing to the following criteria:  

1. The situative aspect: The system can be scaled to 
other outdoors and indoors settings with unique topolo-
gies. Once the system has proven its robustness, we will 
most likely see more real-time and interactive uses.  

2. The assistive aspect: Allowing semi-professional 
and amateur musicians to participate in large-scale 
events with little prior orchestra experience. A transcrip-
tion of Ligeti’s Atmospheres into proportional notation, 
for instance, could leverage some of the difficulties read-
ing the complex notation in rehearsals and concerts. The 
networked notation tool SmartVox by Jonathan Bell and 
Benjamin Matuszewski [13] has already yielded excel-
lent results working with amateur and student choirs. Cat 
Hope’s opera Speechless is another case where a net-
worked notation tool (Decibel Score Player) has been 
used in large scale performance [15]. 

                                                        
2 It’s also a tongue-in-cheek reference to the usual end-of-

year weather pattern in Taiwan. 
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ABSTRACT 

This paper discusses recent developments in the Decibel 
ScorePlayer project, including the introduction of a canvas 
scoring mode, python ScorePlayer externals, and enhance-
ments to the ScoreCreator application. Firstly, the canvas 
scoring mode of the Decibel ScorePlayer app allows for 
other applications, such as Max, to send drawing com-
mands to the ScorePlayer via OSC. Several examples of 
implementations of generative and animated notation 
scores are discussed and evaluated. An object model has 
been developed allowing for the creation of hierarchies of 
drawn elements. The object model defines a framework of 
commands that can be used to create and control these ob-
jects, and supporting examples describe the way in which 
scores can be developed to take advantage of this new 
scoring mode. Secondly, a python scoreplayer-external li-
brary has been developed, defining two python classes: 
scorePlayerExternal that makes a connection to the iPad, 
opening a UDP listening socket and letting the iPad know 
which port to send its replies to, and scoreObject which is 
responsible for creating and drawing objects populated on 
the canvas display window of the Decibel ScorePlayer. It 
acts as a wrapper to the raw OSC commands so that pro-
gramming can be done using object-oriented paradigms. 
Thirdly, the ScoreCreator, an application developed for 
Mac OSX for automating the process of making scores for 
the Decibel ScorePlayer, has been expanded allowing for 
the defining of a range of score types and functionalities. 

1. INTRODUCTION

Upon its public release in 2013 [1], the Decibel Score-
player app offered a limited number of score presentation 
formats. At this early stage of development, it was consid-
ered a priority to implement robust networking capabilities 
which served the demands of live performances involving 
the synchronisation of multiple devices. The ScorePlayer 
app continued to be developed over some years, based on 
an iterative methodology, and tested in rehearsals and per-
formances with Decibel, an Australian new music ensem-
ble. The ScorePlayer’s preeminent mode of functionality 
was the scrolling score format in which an image file could 

be synchronously moved from left to right over a pre-
scribed period of time on multiple devices. In 2012, while 
the ScorePlayer was still being used by the Decibel ensem-
ble, a ScoreCreator app was developed for Mac OSX to 
simplify the creation of scores utilising the scrolling score 
mode of the ScorePlayer, a user-friendly solution for those 
less tech savvy. As development of the app continued, fur-
ther formats and functionalities were added [2, 3, 4, 5, 6, 
7], however many of these enhancements were inaccessi-
ble to the public: and while some features were periodi-
cally made available in public releases of the app, they 
were not well documented and composers often could only 
access them by reverse engineering existing scores.�This 
paper documents a range of developments intended both to 
expand the functionalities of the ScorePlayer app and to 
open the platform for experimentation to interested parties. 
These developments include expansion and support for 
non-linear score formats in the ScoreCreator app, imple-
mentation of a canvas scoring mode for the sandboxing of 
non-standard notations, and a Python library to allow for 
the control of the ScorePlayer via the command line, in ad-
dition to OSC-based visual programming.  

2. THE CANVAS SCORING MODE

The Decibel ScorePlayer was initially conceived as a mod-
ular platform [1], assigning control of the user interface 
and networking functions to the main player window while 
drawing tasks were enacted by rendering modules that 
could be alternated to allow for the implementation of dif-
ferent score types. New score modalities were imple-
mented, including scrolling in all planar directions, nonlin-
ear, two dimensional [1], rhizomatic [5] and generative [4] 
scores, but with standalone or very restricted user control 
of their functionality. While it would perhaps be ideal for 
the platform to be open allowing users to create and com-
pile their own rendering modules, iOS (like most tablet 
computing environments) forbids Apps that are distributed 
via the App Store to permit libraries to be dynamically 
loaded [8]. We attempted to overcome this limitation by 
allowing composers to directly control the drawing surface 
in the canvas scoring mode (publicly released in 2018) 
from an external application using commands sent via the 
Open Sound Control (OSC) protocol [10, 2, 7]. This ar-
rangement permits composers to develop, prototype, and 
even distribute new score paradigms and idiosyncratic 
realtime score generation without the need for any code to 
be accepted into the App Store.�The public release of can-
vas mode implements six different types of objects:

Copyright: © 2019 Aaron Wyatt, Lindsay Vickery and Stu-
art James. This is an open-access article distributed under 
the terms of the Creative Commons Attribution 3.0 Un-
ported License, which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided the origi-
nal author and source are credited.
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• Layers - consist of a simple rectangular region on
the canvas which is empty when first created, into
which a flat colour or an image can be loaded;

• Scrollers - that allow for a larger image to be
scrolled horizontally at a set rate through a fixed
viewing window;

• Text - using iPad supported fonts;

• Glyphs - a special case of the text object used as a
convenient shortcut to display symbols from the
bravura music font (Steinberg Media Technologies
GmbH. 2018);

• Staves – creating a five-line staff of a defined size;

• Lines - drawn within the coordinate space of their
parent object. (These are the only type of object that
cannot be used as a container for other objects.)

An external device can send drawing commands via 
OSC to any networked canvas score. Each connected 
score, for example on a set of iPads, has an OSC address 
starting /Renderer/Command, followed by the name of the 
object to be manipulated, and the command to be sent to 
that object: for example, to add a layer to the score’s initial 
canvas, the command “/Renderer/Command/canvas/ad-
dLayer” would be sent. This command is followed by ar-
guments defining the name of the layer to be created, the 
part for it to be assigned to (or 0 for the layer to be placed 
on all parts) and then the objects’ display coordinate data. 
A full list of drawing commands can be found at 
http://www.psi-borg.org/canvas.html.  

Any application that can send and receive OSC packets 
can be used to control the ScorePlayer in canvas scoring 
mode. Examples of patches written in Max were included 
in a previous paper [6] and can also function within Able-
ton’s Live using MaxforLive.  

A library has also been developed to allow externals to 
be quickly and easily written in python, and this has been 
released under the LGPL via the Python Package Index, or 
PyPI for short [10]. Both of these solutions use Bonjour 
[11] for service discovery, and are able to find any iPads
running the ScorePlayer on the local network, as long as
multicast traffic is not blocked. In cases where such traffic
is blocked, manual connection is still possible, but an un-
derstanding of IP addressing is required.

Canvas scores, like previous ScorePlayer files, consist of 
a standard zip file with its extension changed to dsz [1] 
which must be bundled with all of the image resources 
needed by the score, in jpg or png format, as well as xml 
files [12] that define the score’s metadata and settings for 
any additional options. This file is then imported into the 
ScorePlayer via Apple AirDrop, iTunes’ file sharing fea-
ture or downloaded directly from a web server using either 
a URL or a QR code that represents a URL.  The main xml 
file that defines the score is named opus.xml [1]. For can-
vas mode, the <scoretype> tag in this file is set to “Canvas” 
and duration may be set either to zero or any number of 
seconds. If zero (or negative), the ScorePlayer only dis-
plays the Reset button to the user, and the navigation bar 

and status bar remain visible. If set to a positive value, then 
the Play button is also displayed, and pressing it sends the 
usual /Control/Play command over the network, starts the 
clock, and hides the navigation bar until the specified time 
limit is reached. The obvious advantage of this is that it 
makes a larger drawing surface available, even if a com-
poser has no intention of making use of the timing func-
tions of the ScorePlayer. (The size of the canvas is 
1024x768 when in landscape mode, and the status and nav-
igation bar clip reduces this height by 70 pixels).�The 
opus.xml file may also point to an XML preferences file. 
This file (typically “prefs.xml”) is currently used to define 
the number of available parts that can be drawn to. Like 
previous ScorePlayer files, parts are accessed by swiping 
up or down on the screen. In a canvas score this file is also 
used to define the <clearonreset> setting, which deter-
mines whether the canvas is cleared by pressing the Reset 
button in the ScorePlayer. If undefined this feature is by 
default set to yes.  

2.1 Affordances of Canvas Mode 

The canvas scoring mode provides for masking and 
changes in opacity in addition to a number of forms of ob-
ject animation. Since new objects are placed in the fore-
ground, existing objects can be modified by placing masks 
in front of them. The opacity of all objects can be con-
trolled using the setOpacity command. Making a parent 
layer translucent will also affect the opacity of any child 
layers. Alternatively, the opacity can be animated using the 
fade command, which additionally allows for the duration 
of the opacity change to be specified. David Kim-Boyle 
discusses using both masking and opacity generated in 
Max as compositional tools in his tunings (2006) for Cello 
and Computer [13].  

“Flipcard” style animation, of which André Vida’s Vida-
tone series is an example [14, 15] can be achieved by re-
peatedly using a loadImage command to load a sequence 
of evolving images into a layer. All objects can also be 
moved continuously or discontinuously in any planar di-
rection on the screen. The move command sets the position 
of an object and animates the transition over a period of 
time specified in seconds by a duration argument, while 
the setPosition command can be used to change the po-
sition of an object instantly. The scroller object is most ef-
ficient for moving large images. It allows for a larger im-
age to be scrolled horizontally at a set rate through a fixed 
viewing window. The viewing window itself is defined by 
the usual position and size coordinates that are passed to 
the object on creation. A few additional parameters, also 
passed at creation, are used to define the behaviour of the 
scroller while animated. The scrollerWidth parameter 
determines the width of the layer to be scrolled through the 
viewing window, while the scrollerSpeed defines the 
rate at which this occurs in pixels per second. Setting a 
negative value for scrollerSpeed causes the scroller con-
tent to move backwards, to the right of screen. These val-
ues can be changed at any time, and the scroller can be set 
in motion or stopped using the start and stop commands.  
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3. EXAMPLES OF IMPLEMENTATIONS OF
WORKS IN CANVAS MODE 

Two generative scores by Lindsay Vickery, Lyrebird En-
vironment Player (2014) and The Semantics of Redaction  
 (2014) originally implemented in Max were adapted to 
utilise the canvas scoring mode. In these works audio files, 
of field recordings and speech respectively, are analysed 
in order to generate a score [4, 5]. In both works the intent 
was to emphasise the capability of generating a 
score permitting interaction by performers with 
recent and locally recorded sonic environments 
or a current topical speech in “near real-time”. 
The data for generating the score in these works 
is derived from the sigmund~ object in Lyrebird. 
Mapping of the audio analysis to score elements 
is shown in Table 1. 

The works presented different challenges for 
implementation in the canvas scoring mode. In 
the case of Lyrebird, the principal parameter of 
interest was the network-rate/draw-rate of the 
OSC connection. In the original Max-only ver-
sion, Lyrebird drew coloured rectangles to an 
LCD object at an average rate of between 21 and 
22 messages per second These paintrect mes-
sages, as shown in Figure 1, are driven by the out-
put of a sigmund~ object with an FFT analysis 
window size of 2048 audio samples.  

Updating the score to support the canvas scor-
ing mode on the iPad required translation of the 
LCD drawing commands. Whilst the original 
version used a single draw command, the new implemen-

tation requires four messages: an addLayer 
command, followed by a setColour, move, 
and remove command. As the sequence of 
these commands is crucial in procedural pro-
gramming they are sequentially executed by 
a trigger object (Figure 2). The sending of 
the remove command is delayed by 12 se-
conds to allow the move animation for each 
rectangle to complete. Each rectangle is 
named according to a variable number 
‘line%s’ with a replaceable suffix of any 
number between 0 and 500, as in this case 
with a draw rate of 21 or 22 rectangles per 
second, up to 259 separate rectangles might 
appear at any time over a scroll time of 12 
seconds. 

To measure the responsiveness of this scoring mode, the 
Max application was stress tested whilst overdrive mode 
was enabled. The timing and quantity of packets sent from 
Max to the iPad were analysed during these tests. Between 
84 and 88 renderer commands were consistently generated 
every second over a total time of 60 seconds. The net- 
worked iPad also comfortably drew at this rate. At this 
stage it is assumed by this that as a scoring paradigm, this 
method would prove to be consistently reliable. 

There are some minor differences between both rendered 
versions of the score, LCD versus the iPad canvas scoring 
mode in the ScorePlayer app (Figure 3), however as the 
sizing of the canvas window in the LCD and on the iPad 
are known, and both systems use standard RGB color 
space to define their colors, on the whole the scores trans-
late reasonably closely with the added benefit of the 
smooth graphical rendering capabilities of the core anima-
tion graphics rendering and animation infrastructure avail-
able on iOS devices. 

Figure 1. Score generation in the Max-only version of the Lyrebird 
Environment Player using the LCD object. 

Figure 2. Lyrebird Environment Player canvas score mode version. 

Spectral Descriptor Graphical specification 
Frequency rectangle vertical position 
Amplitude rectangle size 
Brightness rectangle hue 
Noisiness rectangle saturation 

Bark Scale deviation rectangle luminance 
Table 1. Spectral Descriptor to Graphical specification 

mapping in Lyrebird. 

 63



In the case of The Semantics of Redaction five categories 
of score elements needed to be drawn using separate pro-
cesses: score setup, noteheads, note stems, graphical sym-
bols and text (indicating the beginning of each section).�In 
each section the audio data is mapped in five varied 
“modes” (Table 2).  
The score setup includes a black line in the centre of the 
score that functions as a “beam” for all of the generated 
noteheads/stems and a “playhead” giving the position at 
which a note is executed. These scored objects are cre-
ated as part of the initialisation routine as children of a 
layer object using the commands: 
/Renderer/Command/canvas/addLayer sor 0 0 0 
1024 698 
/Renderer/Command/sor/setColour 255 255 255 
/Renderer/Command/sor/addLayer beam 0 0 348 
1024 6 
/Renderer/Command/beam/setColour 0 0 0 
/Renderer/Command/sor/addLayer playhead 0 70 0 
4 197 
/Renderer/Command/playhead/setColour 255 255 0 

The data for generating the score in these works is de-
rived from the analyzer~ object in The Semantics of Re-
daction. Mapping of the audio analysis to score elements 
is shown in Table 3. 

The rate of draw commands in The Semantics of Redac-
tion are considerably slower than in Lyrebird, however, 
there are a greater variety of draw commands in the work, 
ranging from rectangular colored noteheads with thin 

black stems connected to the central 
beam, to graphical notations, and text. 
Each of these processes draws on the 
same process as seen in Figure 2, except 
the line%s/setColour command is sub-
stituted for a %s/loadImage command 
when loading png image files. Text in-
cludes a number of further variables, and 
therefore requires more than four com-
mands: addText, setFontSize, 
setColour, setFont, setText, move, 
and remove. 
The iPad copes well with the realtime 
drawing commands over the network, 

provided the UDP OSC packets are received. Again be-
cause of discrepancy between the iPad screen/LCD dimen-
sions, the score is more horizontally compressed in the 
Canvas mode implementation (Figure 4).  

3.1 Flipcard Style Animation 

An experiment to reproduce animated notation using 
“Flipcard” style animation was conducted with Ryan Ross 
Smith’s work Study No. 55 (2016). The work was a chal-
lenging candidate, requiring colour full-screen frames 
(1920 × 1080px on the iPad) with an average size of 
180KB. 500 frames of the 13-minute work (2.6% of the 
total) were rendered and bundled into a .dsz file of 46MB. 
A Max patch was made using the canvas loadImage com-
mand to draw and then remove successive image layers 
(Figure 5). The optimal removal rate for images was 
shown to be 1.2 times the draw rate. The draw command 
rate was tested across a dedicated wireless network be-
tween a 2018 Macbook Pro running High Sierra and an 

Figure 3. Comparison between Lyrebird ScorePlayer canvas score (left) 
and LCD (right) score. 

Spectral De-
scriptor 

Generated graphical specification 

Frequency notehead vertical position and hue 
Amplitude notehead size 
Brightness notehead colour saturation 
Noisiness notehead colour luminance 

Table 3. Notehead and graphical symbol drawing behaviour 
and audio playback behaviour in The Semantics of Redaction. 

Table 2. Notehead and graphical symbol drawing b and audio playback behaviour in The Semantics of Redaction. 
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iPad Pro running OS12.2. Draw commands were success-
fully communicated at a rate of 15ms (approximately 
66FPS) and demonstrated to be stable at a rate of 41ms 
(approximately 24FPS) the frame rate of Smith’s original 
video. A second test using an iPad 2 crashed the Score-
player application at rates of 4FPS. 

Although the results were encouraging, they suggest that 
flipcard style animation in canvas scoring mode is more 
suited to the implementation of smaller, shorter frame an-
imations, perhaps in combination with other, less size and 
CPU intensive, processes. (A dsz bundle combining all 18 
thousand frames of Study No. 55 is estimated to be a more 
unwieldy 880MB in size).  

4. PYTHON SCOREPLAYER EXTERNALS

First released in 1991 and created by Guido van Rossum, 
Python is generally recognized as an interpreted, high-
level and general-purpose programming language. There 
are several advantages to using Python as an alternative to 
Max for driving the Decibel ScorePlayer’s canvas mode 
features on the iPad, particularly due to it being open-

source and based on a community development model. As 
a result, it is freely available on most platforms, and has a 
convenient distribution mechanism for libraries in the Py-
thon Package Index, or PyPI [10]. It also has a plethora of 
existing libraries, including ones specific to service dis-
covery [17] and OSC [18], which greatly simplified the de-
velopment of our own scripts. These scripts have since 
been developed into the scoreplayer-external library 
which is now available on PyPI following its initial release 
and presentation at the Australasian Computer Music Con-
ference in December 2018. The Python scoreplayer-exter-
nal library defines two python classes: scorePlayerExter-
nala and scoreObject.  

The first class is used to make a connec-
tion to the iPad, opening a UDP listening 
socket and letting the iPad know  
which port to send its replies to. The se-
cond object is designed to represent the 
objects of music notation that populate 
the canvas display window. The score-
PlayerExternal class also encapsulates a 
Bonjour service browser that can be used 
to find an iPad to connect to. This design 
allows for the process of finding and con-
necting to an iPad to be done in very few 
lines of code, allowing the composer the 
freedom to focus almost entirely on draw-
ing commands.  

4.1 Connecting to the Decibel 
ScorePlayer using the scorePlayerEx-
ternal class 

The following example code demon-
strates how a link can be established be-

tween a Python script and the ScorePlayer app using the 
scorePlayerExternal class.  

#!/usr/bin/env python 
from scoreplayer_external import scorePlayerEx-

ternal  
from threading import Event 

Figure 4.  Comparison between The Semantics of Redaction ScorePlayer canvas score (left) and Max/LCD (right) 
score. 

Figure 5. Max patch using the canvas loadImage command to draw and 
then remove successive image layers for “flipcard” style animation. 
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finished = Event()  external 
= scorePlayerExternal() ex-
ternal.selectServer()  canvas 
= external.connect(onCon-
nect)  
finished.wait() exter-

nal.shutdown()  
external.shutdown() 

 Once all of the necessary libraries have been imported, 
a new scorePlayerExternal object can be created (and in 
this case is assigned the name external). Running the se-
lectServer() method on this object prints the list of avail-
able servers to the console, and prompts the user to either 
select one or refresh the list to check for any new servers 
that might have become available. Once the user makes a 
choice, the connect(connectionHandler) method can be 
called. This sends a registration message to the iPad server, 
letting it know of our listening port, and on return of a con-
firmation message it runs the function passed as the con-
nectionHandler argument. This function (not shown 
here) should contain the drawing commands that the com-
poser wants to use to render their score. The connect func-
tion also returns an instance of a scoreObject that is a ref-
erence to our canvas. It is by calling the methods of this 
returned object that new objects can be added to the score. 

4.2  Creating Python-driven scores 
using the scoreObject class 

The scoreObject class encapsulates the 
sending of the raw OSC commands used 
to manipulate objects on the ScorePlayer 
canvas, and allows these remote objects 
to be treated as if they were Python ob-
jects. Instances of the scoreObject class 
should not be created directly by the 
user, but should instead be stored and 
used when returned from the various 
methods that add objects to the canvas. 
As outlined earlier, for example, the ini-
tial connect method returns a scoreOb-
ject that represents the canvas. Other ob-
jects of varying types can be added to 
this by calling the addLayer, addScroller, addText, 
addGlyph, addStave, or addLine methods of the canvas. 
This is demonstrated in the following code example 
(which assumes that the initial canvas object has been 
stored to the variable canvas):  

rdef onConnect():   
canvas.clear()   
stave = canvas.addLayer('stave', 0, 0, 0, 

1000, 800) 
stave.loadImage('Stave.png', 1) 
 score = canvas.addScroller(’score', 0, 90, 0, 

1000, 800, 0, 60) score.loadImage('Score.png', 
1) 
 score.start()   
global finished 
 finished = True 

The addLayer method is used first to add a layer named 
‘stave’ to the canvas. A separate scroller layer is added 
named ‘score’, and the script then proceeds to scroll the 
score. (Figure 6). 
There are some methods that are common to all objects. 
setColour can be used to change the colour of any object. 
(Whether this command applies to the foreground or back-
ground colour is dependent on the type of object.) All ob-
jects apart from the canvas can also have their opacity set, 
and all bar the canvas or line objects can be moved within 
the coordinate space of their parent object, either instantly 
or animated over a specified time frame using the move 
command. Additionally, any object (except for lines) can 
be used to hold other objects, allowing for the creation of 
complex hierarchies of objects that can be manipulated as 
one with relatively few commands.�Score objects also 
have commands that are specific to their type listed in the 
Figure 7 tree diagram.  

Using the type specific commands of the stave object, for 
example, Common Practice notation can be added to a 
score. The following code example adds a stave to the can-
vas and then draws a sequence of clefs and a randomly 
populated sequence of stemless note-heads, the output of 
which can be seen below it in Figure 8.  

def onConnect(): 
 canvas.clear() 
 stave = canvas.addStave('stave', 0, 10, 100, 

1100, 72, 2) 
pitches = ('C4', 'C#4', 'C#+4', 'D4', 'E4', 

'F4', 'F#4', 'G-4', 'A#+4', 'B4') 
stave.setClef('treble', 40)   
stave.move(-1000, 100, 10)   
for i in range(0, 20):  
note = stave.addNotehead (pitches[random.rand-

int(0, 9)], (i*50)+100, 1)  

Figure 6. A layer object on the canvas that contains a sublayer. 

Figure 7. A tree diagram outlining the commands specific to canvas score ob-
ject type. 
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global finished 
finished = True 

Since notes are drawn on the stave using pitch notation, a 
clef needs to be defined before any notes can be added. To 
avoid this, note drawing could also be achieved, albeit in a 
much more manual way, with either the addGlyph com-
mand or the addText command, with the font set to the 
Bravura font [16]. These commands also allow the com-
poser to override the default geometries used by the stave 
object. With all of these varied objects and commands, 
composers can create a hybrid system of notation combin-
ing not only Common Practice and graphic notation, but 
also animated notation paradigms using both the scroller 
object and the more general animated movement and fade 
commands. 

5. ENHANCEMENTS TO THE SCORECREATOR
APPLICATION 

Early versions of the ScoreCreator consisted simply of a 
form window that allowed for the entry of the data that 
would populate the relevant xml tags of the score’s opus 
file. When the “create score” button was clicked, this data 
was written out to the xml file, and this was zipped to-
gether with any image resources that the composer had 
specified. While much more convenient for a composer 
than editing a raw xml file, this still did not present much 

of an idea of what the score would look like in the player 
during the creation process. Refining the settings of a score 
could potentially require a lot of movement back and forth 
between the two apps. The ScoreCreator was also only ca-
pable of creating scrolling scores, and didn’t offer access 
to some of the more advanced features of these.

ScoreCreator version 0.5.1 addresses both of these con-
cerns. The creation of Talking board [1] style scores has 
now been added as an option, and work is currently under-
way to add Slideshow, Flash card and Canvas mode scores. 
The interface has also been improved to allow for more 
advanced preferences to be selected. To take scrolling 
scores as an example, it is now possible to customize the 
playhead, either by changing its colour or using an image 
in place of the usual line, and it is possible to make vertical 
as well as the standard horizontal scrolling scores (Figure 

9). For vertical scores, the 
score can either be set to scroll 
from top to bottom or bottom 
to top.�Most importantly, the 
new version has a preview 
window, so that composers 
will be able to view what their 
score will look like once im-
ported into the player. While 

this preview isn’t animated, the composer can still scroll 
through the image to be used, seeing how it will be affected 
by any scaling, and how much of it will be visible on the 
iPad’s screen at any one time in both the landscape and 
portrait orientations of the device. When any settings that 
change the display of the score are altered in the main win-
dow, this is reflected instantly in the preview window. 

Additionally, the ScoreCreator now handles images in a 
more intelligent way. It has always been possible to use the 
app to create a scrolling score from a series of equally sized 
tiles, but now it can search for and detect if such an image 

set exists upon selec-
tion of the first image. 
After prompting the 
user about the discov-
ery, it can then auto-
matically adjust the 
settings if desired. (It 
can also adjust set-
tings in the other di-
rection if the required 
number of images are 
not found.) On crea-
tion of a score, it will 
also check to see if 
any images are too 
large for display on 
the iPad, and will of-
fer to scale or tile the 
original image as ap-
propriate. (It won’t do 
this if the user has 
manually done their 

Figure 8. A python script responsible for creating a stave, generating a sequence of 
20 pitches randomly gathered from a user-specified list, and scrolling the system off 

screen over 10 seconds. 

Figure 9. The updated ScoreCreator, showing the advanced preferences window for scroll-
ing scores. The preview window can also be prominently seen, showing how the score will 

look as a vertical scroller. 
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own tiling, and will trust them to know what they are doing 
in that case.) The result of all of these changes is that the 
composer doesn’t need to know quite so much about how 
the ScorePlayer handles their images internally, and can 
trust that their score will appear in the player exactly as it 
does in the preview window, leaving them to focus on the 
task of composition.  

6. CONCLUSIONS

The advancements in the Decibel ScorePlayer project de-
scribed above are aimed at opening the platform for exper-
imentation by composers and others. It is hoped enhance-
ments in the ScoreCreator app will allow for engagement 
with a range of novel score formats, and make them acces-
sible to novice users with minimal programming experi-
ence. The development of the canvas mode now supports 
drawing commands sufficient to afford significant experi-
mentation with new score formats and presentation meth-
odologies. The implementations of scores discussed in this 
paper indicate that the canvas mode will support quite 
draw command intensive scores in a robust manner. The 
development of a Python library for the creation of exter-
nal control apps forms something of a bridge between 
these two approaches, facilitating control of the canvas 
scoring mode and other ScorePlayer functions with mini-
mal programming experience via a freely available and ac-
cessible language.  
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ABSTRACT 

Scholars continue to investigate how communities are 
built by sharing histories, norms and values within the 
‘third spaces’ enabled by social media technologies. How 
can these third spaces be harnessed to explore collabora-
tive and experimental compositional practices, and, in 
turn, what can practising music as a ‘shareable’ culture re-
veal about community building as it shifts to digital plat-
forms. The Monthly Acid Pattern Group used the compo-
sitional schematic of the Acid Pattern and a particular an-
alogue synthesizer, the Roland TB-303, as the basis for the 
sustained production of interpretative works using online 
collaborative and publishing platforms over a four-year 
period. This project contributed to further understanding 
of how the practices and cultures of music composition are 
shared and can build community. With the use of an 
emerging online platform (SoundCloud), the research pro-
ject made an innovative contribution to methodologies of 
documenting, and enabling, the interpretative practices of 
an online community as it emerged. The works that were 
created demonstrated new possibilities for accessible 
modes of notation, instrumentality and compositions 
within digital music cultures. 

1. INTRODUCTION 

An Acid Pattern is the melodic element of an electro 
acoustic composition in the Acid House musical genre. 
The Monthly Acid Pattern Group posted an original Acid 
Pattern each month and members of the community cre-
ated their own renditions of each month’s pattern. 

The Monthly Acid Pattern Group was community of the 
third sector [1], collaborative music project based around 
the Acid House music genre, the Roland TB-303 mono-
phonic synthesizer and the visual representation of the mu-
sic notation for this instrument. This community had a 
measure of commitment to a set of shared values,  norms, 

                                                             
1 http://www.soundcloud.com 

meanings, history and identity, in short to a particular cul-
ture[2]. 

The aim of the research was to explore of the notation 
system used for the Monthly Acid Pattern. Each month’s 
Acid Pattern and its particular visual representation was 
the starting point for a range of reinterpretations and ren-
ditions. In addition, this research observed the building and 
development a community of the third space as defined by 
Rose [3] and Etzioni [2]. This community building and de-
velopment occurred on the SoundCloud1 platform within 
its defined group structures functionality. This group fea-
tured allowed a shared space to share music and forum 
space for group discussion. SoundCloud hosting of music 
also allows for users to comment the original pattern and 
on particular users’ renditions. SoundCloud has since re-
moved its’ group functionality. 

2. RESEARCH CONTRIBUTION 

Acid House Music has been identified as a strong contrib-
utor to youth cultural identity but the mechanism of pro-
duction has not been studied in any depth [4]. This research 
has two main contributions to the field. A unique system 
of the musical notation based specifically for the melodic 
component of Acid House music and the instrument which 
defined the Acid House sound, the Roland TB-303 instru-
ment and varied body of new music created utilizing this 
system. Secondly whilst Acid House has a strong place 
based cultural identity [5] an unexpected output of this re-
search was the development of a global community of mu-
sicians that came together because of a particular shared 
cultural bond, this community building gives support to 
Rose’s [1] definition of the community of the third space 
and also gives weight to Young’s [6] argument that com-
munity has no need to be face to face.  

3. METHOD 

3.1 Data Sources 

The data that was analysed consisted of the monthly acid 
patterns submitted by various musicians over a four year 
period from 2011 until 2015. These acid patterns were a 
series of graphical representations of the TB-303 melodic 
contribution to the electro-acoustical composition. In ad-
dition, data was gathered from each month’s recordings of 
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the original  composition and the range of renditions made 
from  each month’s Acid Pattern. Further data was gath-
ered from the feedback and comments of the pattern writ-
ers and contributors to the recordings on SoundCloud. 

3.2 Data Analysis 

Content Analysis, described as a flexible method of text 
analysis [7] was used to analyze the data. Content Analysis 
has been used in many studies [8] and the number of stud-
ies reporting the use of content analysis has steadily in-
creased since 1991 [9]. Content Analysis can be used to 
analyze a range of text data, such as text in audio, print, or 
electronic format. This text data can be obtained from a 
range of sources; interviews, focus groups, observations, 
articles, books and manuals[9]. As stated in previous sec-
tion the data analyzed was drawn from the Monthly Acid 
Patterns submitted to SoundCloud by each musician and 
the renditions of those patterns by contributing musicians. 
The collation of this data assisted in understanding the 
themes and activities involved [8], [10]. The technique of 
immersion in the data helped identify key themes and sup-
ported the development of the initial coding scheme for the 
data. These codes were organized into related categories 
such as clarity, communication, notation and other varia-
bles [11] These approaches to coding incorporated both 
conventional content analysis to develop codes and direct 
content analysis techniques to identify variables [9] It is 
recommended to have multiple researchers working on 
coding [12] to ensure reliability of the coding process. To 
ensure the coding schemas that were developed for data 
analysis were reliable, they were checked and refined 
throughout the coding process with the research peers. 
The data was used for several distinct purposes. Firstly, to 
identify the variables in approaches to device specific mu-
sical notation. Secondly, the data gave insights into how 
online co-creation gave rise to a community of musical 
practice amongst geographically diverse group of  musi-
cians. 

Thirdly, these renditions presented a narrative of each 
months Acid Pattern, the activities that occurred and the 
processes and practices used within those activities. The 
narrative identified key points in each month and these 
were mapped to the stages of the groups processes where 
possible. The narrative of each month gave greater insight 
into the suitability of the Acid Pattern as a notation system 
and the community’s development and growth. 

4. RESULTS 

4.1 The TB-303 

To program the TB-303’s sequencer the musician needed 
to know a number of variables, pattern length, pitch data, 
pitch modification and time data. To communicate this in-
formation as an Acid Pattern the musician had to be able 
to describe the pattern length, n-16 steps, with the ability 
to chain up to 4 patterns. The pitch data, which note on 
which step. The pitch modifications, such as transpose up, 
transpose down, slide and accent. In addition, the musician 

also had to be able to communicate the time data for each 
step, whole note, tie or rest. Finally, the musician had to 
communicate the Acid Pattern using an accessible notation 
system because the majority of Acid Pattern Group’s com-
munity did not have sight reading or ear playing skills. As 
demonstrated in Figure 1 the TB-303 utilizes both tradi-
tional Western notational elements and more accessible el-
ements. The pitches are described using letters, as are the 
pitch modification such as slide, accent, transpose down 
and up. The time data uses symbols and notion for note, tie 
and rest. 
 

 
Figure 1. The TB303. 

4.2 The Acid Patterns 

The Acid Pattern Group utilized a predefined pattern sheet 
to clearly communicate the pitch data, pitch modifications 
and time data necessary to successfully program the pat-
tern into the TB-303 as illustrated in Figure 2. This allowed 
each musician to communicate which note, the particular 
pitch modification on each note, transpose, accent or slide 
and also the timing data, note, tie or rest. In the pattern 
sheet the time data uses only the symbol form from the TB-
303, rather than the notional explanation. Due to the spe-
cific way in which the TB-303 is programmed the pitch 
data and time data are entered separately. The pattern sheet 
also allowed the musicians to enter further instruction re-
garding each pattern and for retrieval purposes denote 
which memory slot on the TB-303 they had written the 
pattern. 
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Figure 2. Blank TB303 pattern sheet. 
As demonstrated in Figure 3, Mike Dred utilizes the pat-

tern sheet to communicate to other group members the 
pitch data for each step of the pattern in the form of the 
note and the pitch modifications, in this case transpose 
down an octave, transpose up an octave and utilize the ac-
cent. This particular pattern’s time data is straightforward 
with no ties or rests. The use of notes section allows the 
musician to further communicate information regarding 
the pattern and how to perform it, such as using the note 
transpose function on the TB-303 whilst the pattern is 
playing. 

 
Figure 3. Mike Dred’s acid pattern sheet for Sociosexual 
February 2014. https://acidpattern.bandcamp.com (2014) 
 
 

 
Figure 4. Acid Bat’s acid pattern sheet for September 

2014. https://acidpattern.bandcamp.com (2014) 
 

As documented in Figure 4, musicians also created their 
own pattern sheets utilizing whatever notation tools they 
had on hand, but these bespoke pattern sheets still com-
municate the required information. Much like the bespoke 
pattern documented in Figure 5 both musicians eschew the 
group pattern sheet for a DIY version that uses very similar 
grid representation to display the month’s acid pattern. 

 

 
Figure 5. ‘King Mental’s acid pattern sheet for April 

2014. https://acidpattern.bandcamp.com (2014) 
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Figure 6. Honeysmack’s acid pattern sheet for December 

2014. https://acidpattern.bandcamp.com (2014) 
 

In addition to bespoke pattern sheets, musicians would 
also customize the group pattern sheets with elements of 
their personal brand, as demonstrated in Figure 6. In addi-
tion to the personal branding, Figure 6 also demonstrates 
the use of ties and rests in the time data section of the pat-
tern sheet. 

Another common element across the majority of the acid 
patterns was the pattern length, very few patterns were 
more than 1 bar, though some such as documented Figure 
2 had transposed variations. 

4.3 Online Community 

SoundCloud’s interactive comments allowed musicians to 
interact directly with the pattern writer and the pattern cre-
ators to interact with those creating renditions of their pat-
terns. Comments were for the most part positive, and re-
lated to various aspect of the pattern and its character. In 
addition, there were comments around the inspiration be-
hind the pattern, the types of accompanying machines used 
and other comments of technical nature. 

5. FINDINGS 

The Acid Pattern demonstrates an example of accessible 
musical notation system that is genre specific, Acid House 
music and machine specific, for the TB303 sequencer. The 
Acid Pattern notation removes the need for sight reading 
skills, which can cause recognition errors with musicians 
[13]. The pitch data was limited to single notes because the 
TB-303 is a monophonic synthesizer and transcribed using 
the letters as notes that appear on the TB-303 as shown in 
Figure 1. The pitch data modification such as slide, accent 
whilst part of traditional Western musical notation had to 
be communicated in an accessible way that the participat-
ing musicians could understand, and in keeping with the 
design of the TB-303. The same consideration had to be 
given to up and down transpose modification. The specific  
style of the TB-303’s sequencer which separates the entry 
of time and pitch data meant any user of the TB-303 could 
enter the pitch data and then the time data and get the cor-
rect pattern. The TB-303 is not played in the traditional 

                                                             
2 https://acidpattern.bandcamp.com 

sense, patterns such as those shown in Figures 3, 4, 5, 6 are 
programed into it and then the sequencer is started, there 
is no need for the musicians to audiate [14] the pattern 
from the notation and if musicians are unable to transcribe 

 
Figure 7. SoundCloud comments on July Acid Pattern 
2011 : The Acid North (Moody B & Colin Shields) - 

Acid in the Hills. https://soundcloud.com/colin-
shields/july-acid-pattern-the-acid (2011) 

the pattern from listening are also able to input the correct 
pattern using this notation system.  

The Acid Pattern Group’s success can be seen in the cre-
ation of original music, one original acid score each month 
and a large number of renditions each month for a four year 
period. From 2011 to 2015 there were at least ten to twenty 
renditions of the original pattern each month with their 
own style of accompaniment such as drums, samples and 
other synthesized sounds. A collection of two years’ worth 
of music created by the Acid Pattern Group’s members is 
available via the Bandcamp website 2. 

 The ability of a globally distributed group of musicians 
to create such a large number of works within a monthly 
deadline, and consistently for a number of years can be as-
cribed to number of factors. Firstly, the acid pattern nota-
tion was highly accessible to this diverse group of musi-
cians from around the world and allowed each musician to 
work on their piece easily. Secondly, the shared cultural 
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identity of the musicians around Acid House music [4] 
brought this group of musicians together and as the group 
started creating music this brought new members into the 
group. Finally, the nature of the SoundCloud group al-
lowed this globally distributed group of musicians to be-
come a community which created, shared, collaborated, 
commented and advised on each other’s compositions. As 
demonstrated in Figure 7, the original track for each month 
and the renditions would have numerous comments and 
feedback. In additional the conversational aspect of this 
system allowed for interactions between each month’s pat-
tern creator and those undertaking renditions. These ongo-
ing conversation between members of the group, created 
networks and formed relationships between this geograph-
ically diverse community. This community distributed 
globally would never meet face to face, they were con-
nected by interest, activity and a shared purpose[6], medi-
ated through SoundCloud, it was a community of the third 
space bounded by this shared culture and identity [1]. 

6. CONCLUSIONS 

In this paper, it has been demonstrated that the Acid Pat-
tern sheet as an accessible notation system for the creation 
of Acid House music utilizing the TB-303 and its many 
clones has been a successful form of notation. The sheet 
has been used by many individual musicians from around 
the world since 2010. Whilst the success of the group is 
not solely attributable to the design of the notation sheet 
itself, there are also strong cultural, community and iden-
tity influences that drive this group.  Since the demise of 
SoundCloud groups functionality, the Acid Pattern Group 
as continued in somewhat low key form utilizing the Face-
book social media platform. The current iteration of the 
group has 334 members and has been running since 2017, 
with a fresh pattern and a number of renditions each 
month.  
Whilst the Acid Pattern Group is ongoing, the use of this 
Acid Pattern sheets as a notation system continues to be 
utilized by a range of musicians, outside of the group as a 
way of documenting, archiving, sharing and writing acid 
house music in their professional practice. 
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ABSTRACT 
 

My practice-based research has led to a rethinking of the 
relationships between composer, performer and listener in 
my own creative work through an interpretation of a dia-
gram by experimental composer George Brecht. Through 
the reconfiguration of this diagram I have developed a 
framework in which the act of composition can be per-
formed via the activities of ‘reading’, ‘performance’ and 
‘playing’, with the focus on an expanded notion of tradi-
tional score-reading that makes the act of reading manifest 
onstage as part of the physical theatricality of musical per-
formance. This approach can be used as a site for further 
experimentation by other interdisciplinary creative practi-
tioners. 

1.! INTRODUCTION 

In Western classical music the performers are most likely 
to read notation onstage. This is true even in the case of 
famous examples in the history of experimental music, a 
tradition “characterized by its radical opposition to and 
questioning of institutionalized modes of composition, 
performance, and aesthetics” [1]. When interviewed about 
performing John Cage’s 4’33”, a piece which has no no-
tated sounds and requires the performer(s) to sit in silence 
onstage, pianist David Tudor stated: “I was looking at the 
first movement and I was turning pages because I was 
reading the score in time” [2, p. 86]. Tudor’s statement 
shows that even a piece with no notes to play can still have 
something for the performer to read. In my own experience 
of watching live performances of experimental music I 
want to know what is written on the pages in front of the 
players, especially in the case of graphic scores such as 
Treatise by Cornelius Cardew [3] (figure 1) and Kandinsky 
Studies by Deborah Pritchard [4] (figure 2) where the vis-
ual content of the score is as compelling as its sounding 
result. 

However, in performances of such pieces the visually 
interesting score is hidden from the view of the audience. 
The content of the score is only communicated via sound, 
so that the graphic score may as well be written in 
traditional musical notation or completely ignored. 
Composer and writer G Douglas Barrett suggests that 

Manfred Werder’s piece 2010 specifically alludes to this 
“hiddenness of the score in performance, its physical 
absence from the view of the audience” whilst describing 
scores themselves as laying “along the edges of the 
musical frame” [5, p. 57]. Scores and notation are neither 
the music itself, nor are they completely outside the music. 
They remain unseen by the listener during performance 
and translated by the performer via sound. As a 
practitioner interested in the theatrical and visual aspects 
of musical performance, I want this act of reading to be 
demonstrated to the audience directly. I want to explore the 
relationship between composer-performer, notation and 
audience by making the act of score-reading part of the 
theatre of musical performance itself. 
 

 
Figure 1. Treatise (1967) by Cornelius Cardew [3, p. 131]. 

 
 

Figure 2. Kandinsky Studies (2016) by Deborah Pritchard 
[4]. 

Copyright: © 2018 Andy Ingamells. This is an open-access article distrib-

uted under the terms of the Creative Commons Attribution 3.0 Unported 

License, which permits unrestricted use, distribution, and reproduction in 

any medium, provided the original author and source are credited. 
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Musicologist Adam Harper, in his 2009 blog post What 
is a composer, describes how the act of reading is an un-
der-explored area of musical practice: “[Text-based for-
mats] allow the act of reading the text to occur at the level 
of performance as well as listening, so that the two activi-
ties begin to merge. This is a rich and currently pretty eso-
teric area of aesthetic possibility, with few listeners appre-
ciating music in this way” [6]. Harper is referring specifi-
cally to written text, but in this paper I take a broader view 
of ‘text’ to mean anything that can be read onstage as part 
of a musical performance; both words and notation in the 
broadest sense. Musical scores are compelling documents 
in which a great deal of information can be encoded and 
displayed. The merging of reading and performance allows 
for such information to be communicated with an audi-
ence, and for this area of experience to be opened up to 
people who may not be able to read written music. This 
has the potential to remove the need for spoken explana-
tion of the works prior to, or following, performance, al-
lowing for the possibility of an enhanced aesthetic experi-
ence of the music and compositional act. 

2.!RELATIONALITY 

Musicologists will often discuss the relationships between 
notes and sounds, but musical situations are made up of a 
multitude of different relationships. Barrett calls for a fo-
cus upon these relationships in After Sound, suggesting 
that music is “inherently premised upon structures of col-
laboration and social relationality” [5, p. 134], whilst per-
cussionist Greg Stuart states that experimental music in 
particular “attempts to radically rethink the relationship 
between composition, performance and listening” [7].  A 
creative practice rooted in experimental music is thus in a 
strong position to challenge notational conventions in per-
formance by reconsidering such relationships. This is af-
firmed by Christopher Small who, in his study of African-
American music-making Music of the Common Tongue, 
remarks that: “Genuine musical innovation, as we have 
seen, is a matter not just of new sounds or techniques but 
of new forms of relationship” [8, p. 319].  

Small questions the relationship between notation and 
the creative compositional act within classical music: “It is 
only in the classical tradition that notation has taken over 
as the medium through which the very act of creation takes 
place” [8, p. 43]. However, I posit that notation can be re-
framed as an integral part of the theatre of a musical per-
formance, bringing the creative compositional act onstage, 
without recourse to the discourse of free improvisation. By 
doing so the composer can undertake the act of creation 
live as a performer, blurring the roles of composer and per-
former to become composer-performer. 

3.!PRACTICE-BASED RESEARCH 

I am an experimental musician who develops unusual 
methods of composition that blur the line between com-
poser and performer, and conduct practice-based research 

                                                             
1 Original video work of Shh: https://vimeo.com/230430041 

into how the legacy of certain types of experimental music 
from the 1960s can lead to the formation of new ap-
proaches to composition through the creation of original 
works. My practice-based approach is best summarised by 
the following statement from Graeme Sullivan’s Art Prac-
tice as Research: Inquiry in Visual Arts: “An artwork is a 
form of individual inquiry … Art practice is theoretically 
robust, ideas-based, purposeful, and strategic, and it makes 
use of forms and methods that are connected to, but distinct 
from, traditional systems of inquiry” [9, p. 244]. My in-
quiry is into my own practice as a composer-performer, 
and is conducted through that practice. Alternative ap-
proaches to musical composition and notation can arise 
through direct reflection on and reaction to the creative 
outcomes of this practice. 

3.1! Shh 

An example of how I have approached the integration of 
scores into the theatricality of a musical performance in 
my own creative practice is a 1-minute piece for solo vo-
calist and audio backing track called Shh. In Shh I inter-
vene in a radio broadcast by repeating a single vocal sound 
to change the meaning of a phrase. I achieve this by crop-
ping together all the occurrences of the ‘Hit Music’ identi-
fier on British commercial radio station CapitalFM during 
a typical hour-long broadcast to make a 1-minute audio 
track, then saying ‘shh’ every time the identifier appears in 
order to blur the two sounds and create the phrase ‘shit mu-
sic’. The piece was originally conceived as a video work 
with a close-up shot of my lips producing the sound, but is 
now often performed live.1 The meaning of this piece is 
ambiguous: the audience could infer that I am saying pop 
music is shit, or alternatively that my own performance is 
shit. When performed alongside other pieces in a concert 
setting it could look like I am trying to say that the other 
music in the concert is shit. I prefer to maintain this ambi-
guity: if the audience are questioning what I mean then I 
consider them to be active, rather than passive, listeners.  

The vocal sound ‘shh’ is ordinarily used to tell people to 
be quiet. Classical concert audiences are conventionally 
supposed to sit quietly during a performance, and people 
might tell each other to ‘shh’ if they fail to abide by this 
convention. This sound is thus a by-product of musical 
performances, an aspect of the ‘extramusical’ which is 
foregrounded in this piece. The only live musical action 
that takes place in the performance is the synchronisation 
of the ‘shh’ sound with the beginning of the phrase ‘Hit 
Music’ on the audio track. Traditional score-reading pro-
duces a synchronised sound-image of written music, and I 
see performing acts of synchronisation as an expansion of 
this traditional practice. The pre-recorded track serves the 
purpose of an audio score that is used to indicate when the 
‘shh’ sound should be made. In my performance I follow 
this audio track in the same way that a score of written mu-
sical notes would be followed. What I realised from Shh 
was that the score, in this case a backing track, can be the 
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source of aesthetic experience in the performance. The 
score is the primary musical material, and my reading of 
the score through the synchronisation of the ‘shh’ sound 
serves as the reason to play it. 

3.2! Waschen 

A development of this idea is demonstrated in another solo 
performance entitled Waschen.2 Here the score material 
can be read by both the performer and audience simultane-
ously, with the audience being able to follow the score-
reading process in a very direct way. Information is com-
municated to the audience both sonically and visually in a 
way that goes beyond the purely sonic experience of Shh. 
I perform Waschen as a solo, untrained singer, and read my 
body in a mirror, with the image of my body serving as 
musical notation to be read in real time. The word 
‘waschen’ is written all across my body with thick black 
marker pen. The words are written in a seemingly arbitrary 
fashion with no formal pattern, but serve the purpose of 
written music notation as something to be read onstage 
during a performance. As I perform the piece I take a bar 
of soap and wash the words from my body whilst reading 
aloud the words in a mirror. When I touch a particular part 
of a word I sing it, reading my body as though it is a mu-
sical stave, shown in diagrammatic form in figure 3. The 
higher up my body the word is written, the higher I sing, 
and the lower down it is written, the lower I sing. When 
the ink is dark I sing forte, and as the ink fades I diminu-
endo. When the ink has completely disappeared, no sound 
comes out of my mouth. This process should become clear 
to the audience as the piece progresses.  

The text on my body is not just a score for reading, but 
forms an essential theatrical part of the performance itself. 
The act of reading and responding to the written text mu-
sically can be followed by the audience, and through this 
process the act of reading onstage is made manifest. The 
audience are not required to join in because this would be 
overly didactic, but instead it is possible for them to re-
member the process of the piece and recreate it themselves. 
In this way the piece is akin to a brief Fluxus text score that 
can be easily memorised and recreated, such as Alison 
Knowles’ Nivea Cream Piece (1962, figure 4) [10] or 
George Brecht’s Flute Solo (1962) [11, p. 24] which con-
tains just two words: disassembling, assembling. 

4.!FLUXUS 

Fluxus was a loose international grouping of composers, 
poets and artists who began working with indeterminate 
methods of art-making in the late 1950s. Some met at John 
Cage’s composition class at the New School for Social Re-
search in New York, although Cage himself is not consid-
ered a member of the group. Fluxus composers created 
much of their work through text scores that describe musi-
cal or performative actions in brief poetic terms and en-
gage the performer in a straightforward act of reading (see 
figure 4). 

                                                             
2 Video documentation of Waschen: https://vimeo.com/230645019 

 
Figure 3. Screenshot from video documentation for 
Waschen (2015) showing how I read my body as a score. 
 

 
Figure 4. Text score by Fluxus artist Alison Knowles [10]. 
 

Fluxus works were irreverent towards the institutional-
ised musical establishment of the day, and the indetermi-
nate nature of such works led to a blurring of boundaries 
between artistic disciplines, which practitioners termed 
‘intermedia’. Fluxus had a significant influence on much 
conceptual and performance art, and still resonates today 
– particularly in relational and participatory practices that 
focus on the experience of the viewer. It is the experience 
of the viewer that I suggest will be enhanced by an ex-
panded approach to score-reading within musical perfor-
mance. Art historian Hannah Higgins summarises: 
“Through the overlapping of touch, taste, smell, sound, or 
speech, Fluxus intermedia works have, at some level, the 
principle of directness, non-mediation, and unprocessed 
experience at their core” [12, p. 73]. Higgins’ description 
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of Fluxus work as being based in “directness, non-media-
tion, and unprocessed experience” can be used as a de-
scription of practice-based research, and is how I approach 
my own compositional-performance activity. Although 
this paper is in itself a mediation between the reader and 
musical works, my use of a first-person account of the cre-
ative outcomes reflects the directness of a Fluxus-in-
formed practice. 

5.!GEORGE BRECHT DIAGRAM 

Fluxus offers a clear reference point through which to re-
think the relationships between composer-performer, no-
tation and audience in the form of a diagram by one of its 
leading composers, George Brecht. Brecht codified all the 
relationships within a musical performance in the diagram 
that he drew in his notebook in 1959, shown in figure 5, 
illustrating how each role is related to every other role. His 
diagram shows the figure of the composer being related to 
the other protagonists through the activities of composi-
tion, criticism and improvisation. I am concerned with the 
figure of the composer-performer, someone who integrates 
both roles at the same time in order to bring the creative 
compositional act onstage. Brecht’s original pentagonal 
diagram can thus be reconfigured to put composer and per-
former together, making composer-performer, with the re-
lationships rearranged accordingly. This results in a square 
with an intersection in the middle, shown in figure 6. 

 

�

Figure 5. Computer-processed version of George Brecht’s 
original hand-drawn diagram from 1959 [13, p. 127]. 
 

In the middle of this new diagram there is a meeting point 
where improvisation, performance and score-reading col-
lide. These terms can be used as a starting point to better 
define the activity of a composer-performer. Through re-
configuring Brecht’s diagram, a conception of the com-
poser-performer is revealed as someone who combines the 
activities of improvisation, performance and score-reading 
into a fully integrated practice, shown in a triangular frame 
in which musical works can be plotted according to how 
much of each characteristic they embody (figure 7). These 
characteristics were already occurring independently 
within my creative work, and the reconfiguration of 

Brecht’s diagram suggested that the focus on the perfor-
mance of score-reading should be combined with an im-
provisatory approach if the creative compositional act was 
to be successfully performed onstage. 

 

�
Figure 6. Square-shaped rearrangement of Brecht’s origi-
nal diagram. 

 

 
Figure 7. Triangular frame with Shh and Waschen plotted 
according to how much of each characteristic they em-
body. 
 

Prior to reconfiguring Brecht’s diagram I considered the 
non-written parts of my work as being ‘indeterminate’, 
coming from my experience as a practitioner of experi-
mental music. ‘Indeterminacy’ was the term favoured by 
John Cage for pieces that gave the performers a significant 
degree of choice in what they played. However, the three 
terms emerging from the diagram suggested that the famil-
iar activity of improvisation could be more relevant to the 
conception of the composer-performer who performs the 
creative compositional act onstage. Small remarks that: 
“Composition and performance are [...] part of a single act 
which Europeans call improvisation but others call, 
simply, playing” [8, p. 46]. This provides a better term for 
improvisation in my work, one that more clearly defines 
how I use it: ‘playing’. I offer a blend of the meanings of 
the verb ‘playing’ in my work, which refers to both playing 
music or just playing by engaging in an activity for the 
sake of enjoyment.  
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6.!MAKE EACH FACE A LIVING NOTE 

To experiment with a more playful approach to reading in 
performance I developed a new piece entitled Make each 
face a living note. This piece was developed for other mu-
sicians to perform, rather than for me to perform myself. 
So even though the three terms arose from my thinking 
about being a composer-performer, they were now applied 
to the more conventional situation of a composer creating 
a performance for other musicians. 

In Make each face a living note a large white bouncy cas-
tle is presented as though it is a musical score that is to be 
read and performed live in a participatory outdoor perfor-
mance by an assembled group of brass players. The people 
bouncing on the bouncy castle, who could be considered 
the ‘audience’, are read as musical notation, and a 5-line 
musical stave is held in front of them using thick coloured 
rope. Passers-by are invited to become a unique part of an 
ever-changing musical score by bouncing on the castle as 
the musicians interpret their heads as musical notes in real-
time. The event begins with a soloist, and gradually the 
other musicians join until the piece finishes with a full en-
semble playing together, whilst two performers holding 
the 5-line stave move it up and down to suggest that the 
players should alter their register. By presenting the audi-
ence as the notation to be read by the players in real time 

                                                             
3 Video extract showing a small part of the first performance of Make 

each face a living note: https://vimeo.com/299722995 

the piece challenges the traditions of what a musical and 
choreographic performance can be. 

In video and audio documentation of the piece the people 
on the bouncy castle can be seen and heard reacting to the 
instrumentalists by bouncing higher to encourage the play-
ing of higher pitches or seat-dropping to elicit sudden low 
notes.3 I noticed that I did this myself when I joined in on 
the castle, participating as an audience member. During the 
performance the people on the bouncy castle have the op-
portunity to develop a personal connection with the players 
in front of them, which is in contrast to interactive sound 
installations such as LINES (2016) by Anders Lind [14], 
which provide a situation akin to a large musical instru-
ment that can be played by an audience in their own time. 
Although such interactive sound installations offer a 
highly satisfying musical experience, there is no connec-
tion to a live human musician, and it is this connection that 
marks out musical performance as distinct from sound in-
stallation in terms of the type of interactivity available. 

A score for the piece, shown in figure 7, was made retro-
actively and is presented in the style of a children’s colour-
ing sheet with empty speech bubbles that leave room for 
different groups of musicians to significantly reinterpret 
the performance. Only the framework of bouncers being 
read as notation is maintained, with suggestions as to how 

Figure 8. Open score for Make each face a living note, created following the first performance (2018). 
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the piece can be staged given in the bottom right-hand cor-
ner based upon the outcomes of the first performance. In 
this way the colouring sheet serves as an outline for a sit-
uation in which musical sounds may occur, but does not 
prescribe any precise musical activity such as melody, har-
mony or rhythm beyond a very brief example. 

7.!CONCLUSIONS 

The creative works presented in this paper are practical ex-
amples of ways in which notation can be reframed to be-
come an integral part of the physical theatre of a musical 
performance, rather than something hidden behind a music 
stand or completely removed through memorization. This 
act of reframing is presented as part of a process of reimag-
ining relationships within musical performances, rather 
than in the context of technical innovation or novelty. In 
these works, the act of reading is integral to the theatre of 
musical performance. When explored alone this approach 
has the potential to give insight into the compositional pro-
cess, as in Waschen, and when combined with a playful 
improvisatory approach it can enable audiences to interact 
directly with the musical outcome, as in Make each face a 
living note. Making the act of reading manifest within per-
formance establishes the possibility of notation being en-
joyed for its performative aesthetics, as in Shh. An inter-
disciplinary compositional approach such this, which blurs 
the boundary between the roles of composer, performer 
and listener, can expand the creative possibilities of clas-
sical music performance in unusual and unexpected ways. 
Such a practice engenders active relationships between 
composer, performer and listener, rather than passive ones. 
It can also open up the myriad possibilities that notated 
music offers to people who might not be classically-trained 
and have little access to the aesthetic experience of reading 
musical notation. If, as Christopher Small says, notation is 
the medium through which creativity takes place in classi-
cal music, then the act of making, reading and interpreting 
notation should be celebrated directly in performance. 
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ABSTRACT 

In Palace64, a major new multidisciplinary project com-
bining video and chamber ensemble, I examine the ways 
in which the domains of music composition and virtual 
roller coaster design might influence one another. First, I 
briefly discuss existing artistic projects relating to roller 
coaster design. Second, I present my own early artistic ex-
plorations combining music and virtual roller coasters. Fi-
nally, I discuss Palace64. In this project, I create a new 
medium of score that combines oral transmissions describ-
ing imaginary impossible roller coasters with videos cre-
ated using innovative 3D roller coaster design software 
(NoLimits 2). Using strategies pioneered by Éliane Ra-
digue and Jennifer Walshe for interpreting imagined im-
ages and paths as musical material, I develop ways in 
which performers can “read” these impossible roller coast-
ers—remembered and virtual—as scores. Ultimately 
through this project my goal is to create and demonstrate a 
hybrid artwork that exists not only as a score to facilitate 
the performance of experimental music, but also as a con-
ceptual theme park ride that traverses the boundaries of 
possibility and impossibility in a region that marries the 
digital with an embodied human experience of risk and 
pleasure. This paper is intended as an accompaniment to 
the performance of Palace64 by Decibel New Music En-
semble.  

1. AERIAL VIEW 

Roller coasters are powerful icons, looming in our subcon-
scious minds and permeating popular culture. [1] The do-
mains of virtual roller coaster design and music composi-
tion have been knotted together for most of my life. As 
there have been few examinations of virtual roller coasters 
as an artistic material, I will begin this paper by providing 
a brief survey of major artworks on the topic. Then, I will 
return to a few personal loci that highlight the potentially 
fruitful bond between roller coasters and music. Finally, I 
will conclude with a discussion of my current project, Pal-
ace64. Specifically, I will examine the way that impossible 
roller coasters—both imagined and virtual—can be read as 
musical scores by combining strategies of mapping with 
the broader interpretational possibilities of verbal scores.  

                                                             
 
 

2. ARTISTIC CONTEXT 

Artistically, roller coasters are often explored in terms of 
their relationship to danger and death. Most notably, Juli-
jonas Urbonas’ Euthanasia Coaster presents a hypothet-
ical theme park attraction designed to slowly kill passen-
gers using extreme g-forces. [2] Similarly, YouTube user 
No1WillWatchThis has created an extensive portfolio of 
rides that highlight the technical limits of Roller Coaster 
Tycoon 2, particularly as related to duration and death. 1 

Till Nowak’s The Centrifuge Brain Project shows a fan-
tastical futuristic theme park where the monstrous scale of 
the rides is intended to stimulate brain activity. Nowak as-
cribes a narrative to his project, creating a fictional future 
context for his attractions. [3] By contrast, Urbonas de-
scribes his work as a “design fiction” that 

 
“does not say anything itself about the settings 
(historical moment in time, geographic location), 
ethics, institutionalising, legal issues, etc. Pre-
senting itself in such a minimalistic way, it re-
veals itself as a script proposal (of the usage) or 
as a McGuffin object for your own story”. [2] 

 
I am compelled by this idea of a ride concept that allows 

the audience to drape their own narrative over the work.  
Real-world theme park designers are currently exploring 

combinations of the virtual and the real. Roller coasters 
that integrate VR headsets have been shown to increase 
people’s desire to ride roller coasters and visit theme parks.  
[4, 5] Roller coasters are now being draped with virtual 
theming, mixing the possible with the impossible. 

3. PERSONAL CONTEXT 

In my experience, roller coasters are not only a site of col-
lective cultural nostalgia but also of personal creative nos-
talgia. I began designing roller coasters when I was eleven 
years old. At the time, I lived in Manitoba, a province 
where the only permanent theme park was intended for 
children. I interfaced creatively with simulated roller 
coasters before I ever had the privilege of riding any real 
ones. I began designing roller coasters using Roller 
Coaster Tycoon (1999), but quickly graduated to a more 

 
1 YouTube user channel No1WillWatchThis. Available: 

https://www.youtube.com/watch?v=CFVm5R_dxoo 
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complex 3D simulator, NoLimits (2001). I improved my 
technical skills by taking part in a cycle of feedback and 
development made possible by various online forums and 
cyber peers. 

After a few short years, I abandoned roller coaster design 
in favour of composing music. I began learning to com-
pose music in much the same way I had learned to create 
roller coasters: by collaborating with other online users 
and iteratively testing concepts.  

In 2017, after a fifteen-year hiatus in designing roller 
coasters, I began to wonder whether aspects of simulated 
roller coasters could be mapped onto or translated into mu-
sical material. During a brief residency at Arnolfini in 
Bristol, UK in April 2017, I tried to build a realistic simu-
lated roller coaster—defined by my memories of design as 
a young teenager and by current designers’ maxims found 
on online forums2. I quickly realized that the same com-
munity of users was still active after fifteen years, render-
ing the standards of realism and sophistication much 
higher than I could achieve. 

At the end of my residency, I asked double bassist Dom-
inic Lash to experiment with performing my (failed) real-
istic roller coaster design as a score. We identified poten-
tial variables to be mapped onto each other. For example, 
a roller coaster’s height, speed, and g-forces might corre-
spond to a musician’s pitch, volume, and bow-pressure re-
spectively. The roller coaster’s predictable physical layout 
can be seen in Figure 1. The slowly undulating rises and 
falls resulted in a ridiculous glissando played on the double 
bass.  

 
Figure 1. My realistic roller coaster created using No-

Limits 2. 
 

Dominic Lash asked me whether it would be possible to 
make a roller coaster that defied realistic building specifi-
cations. With a few clicks, I created a complex tangle of 
track, seen in Figure 2. Lash commented that this new im-
possible roller coaster was filled with musical potential. 
Unknowingly, I had created a surface texture, rather than 
a discrete entity that was traceable by the eye.  

 
 

Figure 2. My first impossible roller coaster created using 
NoLimits 2. 

                                                             
2 In addition to the Steam community, popular forums include 

https://nolimitscentral.com/forum https://www.coastercrazy.com/fo-
rums/ and https://coasterforce.com/forums/forums/nolimits-projects.8/  

This interaction highlights the creative potential made 
possible through cross-talk between the domains of music 
and roller coasters. What once seemed like an undesirable 
result—an impossible roller coaster—became a site for ex-
panded possibilities. 

4. ROLLER COASTERS, MUSIC, AND SURFACES 

4.1 Surface Intensity 

Perhaps because of their relative newness, roller coasters 
lack the rigorous critical analysis of other disciplines, such 
as music. Many analyses consist of either reports of phys-
ical parameters—speed, height and g-forces—or prose de-
scriptions of a rider’s experience. Industry specialist and 
theorist Jeremy Thompson has attempted to create a sys-
tem for roller coaster analysis that represents roller coaster 
elements using graphic notation designed to represent 
time, gesture, and intensity. He writes that this system is 
ultimately interpretive—an art, rather than a science. [7] In 
Figure 3, seen below, roller coaster elements are notated 
by letter in order to group similar elements together. The 
Y axis represents intensity, while small lines above the let-
ters indicate “inflections” such as inversions, curvature, 
and hills.  

 

 
 
Figure 3. Roller coaster sequencing theory, credited to 

Jeremy Thompson / Thinkwell Group. 
 
The intensity of roller coasters as mapped by Thompson 

may look similar to graphic representations of the form of 
many pieces in the classical music canon; however, ges-
ture and intensity are concepts that have changed vastly 
over the course of learned eurological composition3. There 
exist many pieces that dwell at a similar intensity for their 
entire duration—such as Satie’s Vexations—or musical 
practices outside this eurological tradition that relate to in-
tensity in completely different ways. Absent of the de-
mands of realism, virtual roller coasters can absorb some 
of this mutability. What might a non-gestural roller coaster 
look like? 

4.2 Surface Tension 

When designing impossible roller coasters, I continually 
return to the figure of a knot. The knot fascinates me be-

3 Here I refer to Sandeep Bhagwati’s observation that conceptual tradi-
tions often called Western Art Music are found in practices not dependent 
on the geographical location or lineage of the participants. [8] 
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cause it is an entanglement of threads. Tim Ingold catego-
rises lines as representations or etched marks and threads 
as malleable materials. [8] The knotted roller coaster be-
comes a surface because it transforms the lines of a track—
demarcations of force—into threads to be woven together. 
The roller coaster’s clear path becomes intangible.  

Much like Dominic Lash, I think an impossibly woven 
tangle has more potential for musical interpretation than 
the hills, valleys, and loose knots of real roller coasters. A 
surface has more variables than a line, such as density, 
depth, weave, direction, orientation, and texture.  

4.3 Warp and Weave 

In NoLimits 2, it is not practical to manually create a 
densely woven track. The editor interface consists of ver-
tices and curves, rather than lines, and each vertex relates 
to the one before in increasingly complex ways. My initial 
explorations into hand-building tangles resulted in me-
dium-density tracks that still somehow look realistic, as 
seen in Figure 4. 

 

 
 

Figure 4. Aerial screenshot of Moonriver32, my first 
completely hand-built and themed tangle track. 

 
Using advanced features in the program, it is possible to 

export and import track splines as CSV files. The resultant 
data consists of nine parameters, including most notably 
the spline’s X,Y, and Z coordinates. Table 1 shows the 
CSV of a five-meter section of straight track.  

 
No. PosX PosY PosZ 
1 0 0 0 
2 0 0 -1 
3 0 0 -2 
4 0 0 -3 
5 0 0 -4 
 

Table 1. CSV X,Y, and Z values for a five-meter section 
of straight track. 

 
In this table, I have omitted the other six columns for ease 
of presentation, which relate to variables such as lateral 
banking of the track. NoLimits allows the user to choose 
how often the coordinates are plotted. In this case, each 
point represents one meter. Figure 5 shows the correspond-
ing track in the NoLimits editor. 

 
 
Figure 5. A five-meter section of straight track in No-

Limits 2 editor, side view. 
 
This import/export process enables users to create an el-

ement in NoLimits, export it as numerical data, manipulate 
it, and import it again as track. Other designers generally 
use this feature to create track in custom-built software that 
allows for more realistic physics or mathematically precise 
building. I am more interested in the capabilities of this 
feature in terms of algorithmic generation. 

The following figures are two examples of tracks gener-
ated with different formulae. Figure 6 shows a track where 
I randomized every XYZ coordinate within a range of 150 
meters.  

 

 
 
Figure 6. Track consisting of points randomized within 

150 meters. 
 

Figure 7. demonstrates a track where I hand-built a hill, 
then used simple successive random deviations within five 
meters to gradually transform the original element over 
many iterations.  

 

 
 

Figure 7. Track created with a formula for random itera-
tive deviation. 
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The result is an upward spiralling knot of track that 
comes much closer to a woven surface than any of my 
hand-built attempts.  

5. IMPOSSIBLE ROLLER COASTERS AS 
SCORES: MEMORY AND VIRTUAL REPRE-

SENTATION 

In my own use of impossible roller coasters as scores, I 
seek to unite senses of nostalgia and possibility. Like Ur-
bonas, I aim to create a design fiction—a roller coaster sep-
arated from the real world and full of possibilities for 
draped narratives. 

The medium of the score for Palace64 is twofold. The 
first is a private set of oral transmissions. The second is a 
video that serves as both an accompaniment and a score. 
My reasons for folding these types of transmissions to-
gether is partially conceptual—inspired by a roller 
coaster’s connection to physics and collective memory—
and partially practical. Decibel New Music Ensemble, 
with whom I am making the piece, is an ensemble uniquely 
suited to performing both orally-transmitted and video 
scores. Not only have they pioneered new animated score-
reading technology through the creation of the Decibel 
ScorePlayer app, but they have also commissioned and 
performed a major orally-transmitted work by Éliane Ra-
digue. My own work also traverses these two modes of 
transmission, making this piece the ideal opportunity to 
combine them. 

Palace64 has three stages of development. In the first 
stage, I transmit verbal instructions of myself speaking 
about an impossible roller coaster to individual members 
of the ensemble.4 I describe parameters such as the roller 
coaster’s height, texture, speed, and direction. For exam-
ple: 

 
The roller coaster is a knotted spiral to heaven. It 
starts on the ground, but forms a tangled nest of 
tracks climbing upward. Cars travel via magnetic 
propulsion systems up the spiral, grinding and 
colliding with metal the whole way. This roller 
coaster isn’t safe for humans. This roller coaster 
carries no-one. The speed is breakneck, but slows 
as the cars approach the summit of the spiral. 

 
Each member of the ensemble receives the same infor-

mation. This first stage is an exercise in visualisation. Mu-
sicians build an impossible roller coaster in their mind. 
This process is similar to Éliane Radigue’s collaborative 
compositional method utilized in her Occam Ocean series. 
Radigue asks musicians to visualise personally-familiar 

                                                             
4 For a more detailed account of my oral composition process, please 

refer to publications by Jennie Gottschalk [9] and Tim Rutherford-John-
son [10]. 

5 Playing videos as scores creates an exceptional relationship with the 
way musicians view screens. Schonig describes the tendency of film the-
ory to link camera movement to an embodied notion of viewing—the 
camera represents our eye. He uses a number of examples to show film 
where instead the video becomes a surface to be read, pointing to a two-
foldness of the mobile frame. [13] Video scores, both animated and made 

bodies of water to guide their performances, not only in 
terms of formal development but also in terms of timbre 
and technique. [11] 

In the second stage of development, I transmit verbal in-
structions of myself speaking to convey the relationship 
between characteristics of the imagined roller coasters and 
musical parameters. Jennifer Walshe’s THIS IS WHY 
PEOPLE O.D. ON PILLS/AND JUMP FROM THE 
GOLDENGATE BRIDGE points to certain strategies to 
avoid obvious mappings between physical paths and mu-
sic. In the score, Walshe asks performers to learn to skate-
board, and to memorize a favourite skateboarding path. In 
the performance, the musician(s) visualize skating along 
this path and, using one pitch as a drone, convey the sur-
face texture, speed of skating, and shifts in muscle as tim-
bral variations. [12] The performer(s) must use embodied 
memory and mapping to transform a single line of drone 
music.  

In my piece, I take a similar approach. I ask the perform-
ers of Decibel to map their breath and bow lengths to their 
imagined roller coaster tracks’ torsion, amplitude to speed, 
brightness to height, and noise-to-pitch ratio to the surface 
density of track.  

In the third stage, I create an algorithmically-generated 
impossible roller coaster that focuses on knots, tangles, 
and surfaces. I drape this track with audiovisual theming, 
such as distorted sound effects from the NoLimits simula-
tor and photogrammetrically-scanned 3D objects evoking 
memory and nostalgia. I film this roller coaster using 
screen capture technology and edit together a fixed video 
that serves both as score and accompaniment to the ensem-
ble.  

I ask the musicians to blend their orally-transmitted and 
embodied imaginings of impossible roller coasters with a 
reading of my video. Specifically, the musicians respond 
to different types of footage as cues to change their rela-
tionship to the video. While the video shows on-ride foot-
age, the performers respond to the roller coaster on screen 
with the mapping strategies discussed earlier. This results 
in a homogenous ensemble texture. When the screen 
shows fly-by shots or abstractions of the footage, the per-
formers return to their own remembered roller coasters, re-
sulting in a more heterogeneous texture. I allow the video 
to oscillate between representation and surface5, score and 
accompaniment.  

6. CONCLUSION 

Roller coasters are complex sites of nostalgia and creation. 
Their tracks are draped with layers of physical anticipation 

up of camera footage, require musicians to traverse this duality. These 
scores at once require musicians to “see” what is represented on the 
screen, but also to see it as representational and to translate it to embodied 
gesture. 
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and danger, maps (both as objects to be mapped and them-
selves a map of force and trajectory), and narratives (per-
sonal and imposed by theme park designers). Along the 
winding tracks are various loci, both birthed and forged—
individual and collective—making roller coasters a pro-
ductive tool for remembering and for imagining new fu-
tures. Roller coasters may even be an essential tool for 
teaching us about our own humanity. [13] 

The domains of music composition and roller coasters 
have much to learn from each other. Further directions for 
this project might include: impossible roller coasters fo-
cusing on figures other than the knot; virtual roller coasters 
that become musical instruments through links to pro-
grams such as MAX/MSP; and tangential artworks, such 
as custom soundtracks for real-world roller coasters and 
3D-printed sculptures.  
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CONCERT 1: CLOCKED OUT DUO 
 
Alex Christie “Memory Calendar with Pieces Missing” (2018) 
 
Memory Calendar with Pieces Missing is a system of shifting and uneven cycles that overlap and interfere with each 
other. These cycles become a network of rhythm and texture that obscures the identity and perception of the musical 
material. A similar network of light is superimposed upon the sonic field and accentuates the physical space and 
relationships between performers. Some calendars don’t tell us the specific time but rather the type of time we are 
in. Some memories are incomplete, blurred, and hidden.  
 
 
Ryan Ross Smith “Study no. 0” (2013/2019) 
 
Materials Required:  
 
• 1 Empty Picture Frame [ie. no backing so you can look through it]  
• One or more pieces of string [wire may also work well]  
 
Instructions:  
 
• Connect two different sides of the frame with a piece of string/wire.  
• Position the frame in such a way that whatever dynamic events are occurring on the other side of the frame can be 
clearly seen.  
• Determine what it means when one of these objects makes contact with and/or intersects with the string/wire 
within the boundaries of the frame. Be very precise.  
• Perform those actions as indicated by the score. Be very precise.  
 
 
Carmen Chan Schoenborn “FW: REGENERATE” (2019) 
 
"FW: REGENERATE" is a set of re-iterated compositions taken from 3 hand-drawn graphic scores “for warren” 
(2006), created for Warren Burt. It is currently designed to be played in Decibel Score Player format. 
 
 
Joshua Tomlinson “A Short Story” (2018) 
 
The typewriter’s singular function makes it synonymous with storytelling for me. In A Short Story the instrument is 
first heard alone, then progressively its sound becomes further and further removed from reality in real time. 
Additional sounds that help construct the narrative are triggered by a lamp, the only source of light.  
 
 
Lindsay Vickery “Kurui” (2018) 
 
Kurui was composed for Clocked Out for a performance at the Cooroora Institute. The institute’s name is derived 
from the Gubi Gubi language name for possum: kurui. This is a piece created from transcriptions of the strange 
sounds that emanate from possums. The score combines graphical and extended common practice notation in an 
effort to mediate between possum and human sounds. The score is presented in scrolling mode on the Decibel 
Scoreplayer. 
 
Clocked Out 
 
Performers: 
 
Vanessa Tomlinson 
Erik Griswold 



 86 

 
Plus special guest Lindsay Vickery 
 
Clocked Out create and produce innovative music, interarts, and intercultural events that extend experimental 
traditions in engaging and thought provoking ways. They use music as a vehicle to explore central cultural issues 
such as environmentalism, multi-culturalism, and interactions of science and music. The creative outlet of Vanessa 
Tomlinson and Erik Griswold, Clocked Out's output includes original music for percussion and piano, a variety of 
artistic collaborations, concert series, tours, and festivals. 
 
https://www.clockedout.org/ 
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CONCERT 2: ELISION ENSEMBLE 
 
Dr. Christian Dimpker “Utopia V” (2018) 
 
The Utopia series stands for a reference to Berio, but also for the gradual disengagement of it. This was started with 
Utopia IV and is fully implemented with Utopia V. Utopia V is at the same time my Klavierstück V. The idea was to 
evade the obsolete sounds of the piano, but not to play its interior parts or prepare it in an invasive manner. 
Therefore, the preparation of the instrument is quite simple: heavy metal, stone and wood beams are placed on the 
strings. Depending on the piano model, the noise timbre varies. This is, in turn, dependent on the design of the 
piano. The beams are then picked up by means of contact microphones and sent directly to loudspeakers. The cover 
is (aside the contact microphones) used as an additional filter. The preparation enables the pianist to access a fresh, 
not yet worn-out soundscape.  
 
 
David Kim-Boyle “5x3x3” (2018) 
 
5x3x3 features a generative 3D score that is responsive to the timbral nuances of each of the three instrumentalists. 
The scores are displayed for each of the performers on three separate HoloLens, a mixed reality headset developed 
by Microsoft which allows the presentation of immersive, 3D visualizations 
 
 
Peter McNamara “Voice of the Depths” (2014-15) 
 
Voice of the Depths is composed for piano, percussion and pre-recorded electronics, and follows the story of Russell 
Keats during his deployment on the HMAS Canberra. Spoken passages of text from the letters sent home to his 
family, read by his brother Brennan Keats, outline and initiate the structural points of the work. The pitches from the 
central motif of Over the Quiet Waters form its harmonic basis, and are used as fundamentals from which other 
pitch material is derived from their physical-acoustic properties. This material is used to synthesise sounds in the 
electronic component of the work, and are re-enforced in the piano and vibraphone parts. A speaker is also directed 
into the piano internal mechanism to agitate the strings creating sympathetic vibrations at various points. This results 
in a subtle reverberation effect that blends with the electronic reverberation and creates deceptive tone colour 
transformations. 
 
 
Paul Turowski “SQ2” (2019) 
 
SQ2 is a multiplayer digital game for string quartet. It may also be played by another quartet of performers that are 
capable of producing sustained pitch with at least a one-octave range and varying degrees of loudness & spectral 
flux. Players control avatars via four independent channels of sonic input. These avatars engage with the game’s 
virtual environment by distributing energy into various kinds of objects and agents in order to interact with them in 
different ways. While player control is operated independently, the game is structured to encourage collaborative 
decision-making via avatar tethering and synchronous cues. The game’s primary goal is to guide the production of 
sound through interaction while also producing electronic sounds that may also influence musical choices. It is a 
game about sandbox-style creation; there is no boss to beat, no high score and no prescribed finish line. Certain 
harmonic relationships, rhythmic motives and large-scale formal patterns are predetermined, but the manner in 
which these are revealed and developed is determined in real-time by the performers. 
 
 
Rebekah Wilson “F. Not F.” (2019) 
 
F. stands for Frequency. The musicians, who are located some distance from each other and connected via the 
Internet, respond at first independently to a score. Each musician is presented with a series of notes to select from, a 
tempo and a rhythmic series. The score, displayed in real-time, changes as the musician's interpretations become 
increasingly aligned: musical collisions cause a blurring in the score, highlighted by sympathetic electronic sounds 
emitted by the software. 
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Elision ensemble 
 
Performers: 
 
Daryl Buckley 
Tamara Kohler 
Peter Neville 
Carl Rosman 
Alex Waite 
Ryan Williams 
 
 
ELISION has established an international reputation for its engagement with complex and virtuosically challenging 
aesthetics. ELISION’s 16-strong membership includes some of the world’s leading musicians who have defined 
contemporary instrumental technique with their recordings and publications. For over 30 years, the ensemble has 
focussed its practice on exploring musical possibilities inclusive of cross-artform and transcultural perspectives, 
providing inspiring models of collaborative practice. 
 
http://www.elision.org.au/ 
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CONCERT 3: MONASH ELECTRONIC MUSIC ENSEMBLE (MEME) 
 
 
Andy Ingamells “Long Piece”  (2018) 
 
In performances of graphic score the visually interesting notation is usually hidden from the view of the audience. 
The visual aspect of the score is only communicated via sound, so that the graphic score may as well be written in 
traditional musical notation or ignored completely. As someone interested in the theatrical and visual aspects of 
musical performance, I want this act of reading to be demonstrated to the audience directly, rather than 
communicated via an act of translation through music. Long Piece is an attempt to do this. It is an outline for a 
situation in which musical sounds may occur, and has been conceived as a choreography for instrumentalists.  
 
 
 
Haruka Hirayama “On Gaku” (2019) 
 
This work will be realised with a real-time sound visualisation system programmed with DIPS, which is a plug-in 
software of Max. The author has originally employed the system for her work of live multimedia performance, but 
here she aims at using it for producing a dynamic visual score for performers/instrumentalists, exploring alternative 
musical notation and expression.  
 
 
 
Ralph Lewis and Robin Meiksins “Duo Tube” (2018) 
 
DuoTube is a work to be played on one to several laptop or desktop computers. The YouTube video (see below) 
functions as instrument, score, and fixed media accompaniment. With two windows of the video open, one is 
allowed to play as normal with the performance instructions in the upper left corner. With the other window 
selected, each performer uses their computer keyboard’s number keys to manipulate the video. We are applying to 
have Monash Electronic Music Ensemble perform this work.  
 
 
 
Monash Electronic Music Ensemble 
 
Performers: 
 
Oliver Brown 
Mirren Strahan 
Nat Grant 
James Abougelis 
Alexander Spicer 
 
https://arts.monash.edu/music/student-ensembles 
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CONCERT 4: DECIBEL NEW MUSIC 
 
 
Joseph Bohigian “Stone Dreams” (2018) 
 
“Aylis is grey this time of year. Grey-colored mountains… Frozen stones, streets, houses hardly breathe in the cold 
awaiting the coming of spring. The Stone Church.”  
 
“What was the reason, my God, that in Aylis, long-forgotten by you, your hills and your stones had come alive 
again?”  
 
These quotes come from Akram Aylisli’s 2012 novel Stone Dreams. The novel caused an outrage in Aylisli’s home 
country of Azerbaijan due to his portrayal of pogroms against Armenians in Baku and Sumgait in 1988-90 and the 
massacre of the Armenian population of his home village Aylis in 1919. After its publication, Aylisli was denounced 
by the Azerbaijani government and protesters gathered in front of his house and publicly burned his books. This 
taboo subject matter was especially fraught given the ongoing conflict between Armenians and Azerbaijanis in 
Nagorno-Karabakh. The music combines the sound of stones, evoking the abandoned Armenian stone churches of 
Aylis, with Armenian and Azerbaijani versions of the same popular song, known as “Karoun Karoun” in Armenian 
and “Sana gurban” in Azerbaijani. The piece is a statement of solidarity with Aylisli in recognition that the region of 
the South Caucasus is a land shared by many peoples who deserve to coexist peacefully.  
 
 
Alison Isadora “STEMMEN V2.1” (2019) 
 
In Stemmen I explore what I call the ecology of a composition practice and the implications this raises for the roles 
of the composer, performer and audience and the ontology of the score. I suggest that if we are to encourage the 
performer and the audience to have an acknowledged role in the practice of composition there are functional 
ramifications for the score. 
 
This work therefore questions our positioning of the composition process, the reification of the score and exclusion 
of the performer and audience that often takes place within this practice, and offers some alternative models in the 
form of adaptive notation environments and contextually responsive and situation-specific elements. 
Stemmen addresses the creation of a score-notation in which performers are not only directly involved in creative 
decision-making during the rehearsal and performance but in which ‘traces’ of their involvement are left in the score 
in what I am calling an adaptive notational environment. 
 
In this work, contextually responsive elements concern the flexibility of the score to adapt to a variety of suffrage 
celebrations, incorporating situation-specific details such as texts relating to the history of the performance venue, of 
the suffrage event celebrated and the use of local language or dialect. For instance, in Victoria, women gained the 
right to vote 111 years ago in 1908. The spoken text and the cards offered to the audience would therefore relate to 
this event. Furthermore, the musicians are requested to respond to texts the audience have written and to 
accommodate the tempo of the audience when they sing. The singer has additional moments where responsivity to 
the audience are requested. In this way, the score enables new relationships to develop between composer, performer 
and audience. 
 
 
Gudmundur Gunnarsson “Leyfðu hjólinu” (2017) 
 
The score consists of moving notation on a computer screen. Notes are performed as they hit the red line. One video 
file is considered score, parts and electronic playback. The score can be played on a laptop or tabloid computer with 
the electronics sounds coming from the built in speakers, at an appropriate level – not standing out like a solo, and 
not being completely unnoticable. Under no occasion should this sound be extended into a larger speaker. All 
accidentals apply only to each given note. The score is transposed. Accidentals The piece makes use of 6th tones (or 
1/6th tones), assuming a 36 tone equal temperament, where each of the twelve chromitic tones can be lowered or 
raised by one third of a semitone or a sixth of a tone or 33.3 cents of a semitone either way. 
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Jean-Michel Maujean “Djimiluk at Waychinicup” (2019) 
 
'Tjimiluk' is the Noongar name for Noisy Scrub-bird, and Waychinicup translates to 'place of emu'. Waychinicup 
national park is located approximately 65km east of Albany, Western Australia, and is where composer Jean-Michel 
Maujean recorded a Tjimiluk, and used this recording as the primary focal point for this new music composition. 
Tjimiluk shares a unique evolutionary branch with the Lyrebird, and these are believed to be the closest relatives to 
the first song birds that evolved some 30 million years ago. The song sharing characteristics of Tjimiluk appear to be 
unique, in that groups of males occupy adjacent territories to a dominant male. Each group's shared song repertoire 
completely transforms over the period of approximately 6 months, meaning that songs sung today in a specific 
group may no longer exist -within a matter of months. A recording that was made in August 2018 has been analysed 
and transformed into a musical composition.  
 
The recorded birdsong is visualised using 3D spectrogram notation, that plots frequency on a horizontal x-axiz, 
volume on a y-axis, and the score scrolls towards the viewer - with time plotted along the z-axis. This method has 
allowed the incorporation custom 3D printed flutes (developed by the composer), along with traditional stringed 
instruments. In a blend of animated notation with western notation, Decibel New Music ensemble will engage with, 
and help celebrate the virtuosity and uniqueness of this iconic and endangered bird species.  
 
 
Luke Nickel “Impossible Virtual Rollercoasters” (2019) 
 
Roller coasters are powerful icons, looming in our subconscious minds and permeating popular culture. Yet, to this 
point, there have been very few major artistic projects exploring the aesthetics of these magnificent machines. A 
roller coaster, like a piece of music, can be viewed as a collection of events that are experienced in a given timespan. 
Jeremy Thompson makes this link between roller coasters and music using what he calls ‘sequencing theory’. He 
likens many major coaster elements—such as lifts, drops and loops—to concepts traditionally found in Western Art 
Music such as harmonic progression and melodic structure.  
 
Through the use of innovative 3D roller coaster design software (No Limits), I will explore the ways in which these 
traditional roller coaster elements can be used to trigger musical sounds via the creation of a digital video score. I 
will also explore the ways in which more abstract aspects of roller coasters, like density, material, theming, and 
concept—aspects that exist outside of time—can correspond with more nuanced musical ideas. Ultimately through 
this project my goal is to create and demonstrate a hybrid artwork that exists not only as a score to facilitate the 
performance of experimental music, but also as a conceptual theme park ride that traverses the boundaries of 
possibility and impossibility in a region that marries the digital with an embodied human experience of risk and 
pleasure.  
 
 
Cat Hope “The Aesthetics of Disappearance” (2018) 
 
This piece is in the memory of Paul Virillo, whose book Art and Fear (2003) was a huge influence on my thinking. 
In his 1991 book, The Aesthetics of Disappearance, Virilio traces out the relationship of biological optics to 
technologies of "production of appearance." This piece tests this idea with audibility, rather than optics. Perceptual 
gaps create illusions of continuity, where I attempt to highlight the paradox of empiricism in acoustic science as a 
kind of "motion without mobility," as Virlio attemps in his book with optics. 
 
 
Seth Shafer “Law of Fives” (2015) 
 
This piece for viola, bass clarinet, marimba, and computer uses real-time notation and requires the performers to 
sight-read music as it is interactively generated during the performance. Microphones placed near each of the 
performers allows the computer to analyze aspects of their playing which then influences the resulting notation and 
electronics. Attacks on the marimba, for example, change resonance characteristics in electronics while the viola’s 
dynamic envelope influences note density in the notation. Due to the live-generative nature of the notation, the 
musical directions must be read from a computer display.  
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Linda Bouchard “Murmuration/Murmure: Live Structures #3” (2019) 
  
Murmuration/Murmure is a “live structure composition” for two improvisers who each interpret the other’s music in 
a live setting using a custom software tool called Ocular Scores™. Two visual scores, which are a visual 
interpretation of each improviser, are projected on large screens for the performers and the audience to see. The 
images of the score are created in real time from the analysis of their live performance.  
 
The composer controls the structure of the work by manipulating in real time, and with the help of presets, the 
graphic notation system (shapes) and the flow and density of the work, which unfolds as a collaborative 
improvisation and a committed interpretation of musical code.  
 
 
Brigid Burke “Gloss” (2014) 
 
Gloss was inspired by a series of nine pen and ink draw-ings, which were used as graphic notation for the differ-ent 
instrumental combinations and live electronics. The nine graphics were then integrated into the video art work which 
shows glimpses of the graphics in superimposed layers in conjunction with pencil drawings of squiggles depicting 
wire as seen in Figure 1.8. These were then photographed. The depiction of wire glosses the image with a superficial 
lustre.  
 
 
Decibel New Music Ensemble 
 
Performers:     With special guests: 
 
Cat Hope     Daryl Buckley 
Lindsay Vickery     Peter Neville 
Aaron Wyatt     Alex Waite 
Tristen Parr 
Louise Devenish 
Stuart James 
 
Based in Western Australia, Decibel are world leaders in the integration of acoustic instruments and electronics, the 
interpretation of graphic notations and pioneering digital score formats for composition and performance. 
 
https://www.decibelnewmusic.com/ 
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CONCERT 5: SPEAK PERCUSSION 
 
 
Damien Ricketson “Hectic Peppermint”  
 
Hectic Peppermint is a 6 minute open-scored composition. The work employs animated notation to facilitate 
coordination of spatially separated performers. The duet is characterised by an unrelenting stream of notes hocketing 
in rapid interlocking rhythmic patterns. The representation of the work via an animated form of visual notation (in 
conjunction with a click-track) is primarily concerned with supporting highly spatialised performance with the 
individual musicians locking into synchronised fixed media rather than each other, as may be the case with 
conventional ensemble practice where musicians are in close visual and physical proximity to one another. Drawing 
upon the visual language of video games such as Guitar Hero and Rocksmith, the animated notation is also hoped to 
be intuitive and available to musicians from diverse backgrounds and musical traditions 
 
 
Sean Quinn “Unity” (2019) 
 
Through an array of randomised symbols, the pairing of two interactive percussionists with a setup of various tuned 
and untuned instruments. Utilising a large ‘gong chamber’ as the feature that surround the two players allows for an 
intimacy and homogeny in the performance as the duo explore the various sounds. Through the five pages; ten 
passages emerge to form a sequence of developments. Dispersal and unification are explore in the work as theatrical 
elements are employed; although not written, they can be discussed by performers in order to create the desired 
effects.  
 
Labels throughout the score identify the various gongs and cymbals used, but instrumentation should be a means of 
development, and collaboration between the players to create an interpretive work around the given space. Alluring 
to the need of unification in the population, unity embodies the world within a chamber of percussive voices, calling 
for their audience to consider and reflect upon acceptance.  
 
 
Marta Tiesenga “ROTOGLYPH” (2019) 
 
Piece for open instrumentation / any combination of predominantly unpitched (multi)percussion instruments. 
Animated graphic score. The green area directs a general playhead area for group coordination over time. 
Performers pick a line to interpret and act as a surrogate record player needle transcribing the notation as the 
playhead area reaches the center of the rotating score, concluding the piece. Performers are encouraged to interpret 
the notation as literal transcription or as a gestural guide/tool for constrained improvised performance as dictated by 
ensemble preference.  
 
 
Elisabeth Schimana “Virus” (2019) 
 
The live generated electronic resonating body is the host to which the sounds of the instruments attach and adapt, 
they penetrate into it and use it for their replication. At first the body is immune, but during the course of the piece 
the body stops resisting, takes in the sounds of the instruments, and allows the viruses to multiply freely. It is a 
struggle and synthesis between two resonating bodies. Together they stay alive.  
 
 
Ciaran Frame “Unicellular” (2019) 
 
Unicellular is a generative iPad video score that uses research methodologies of practicing Algae scientists to 
explore the fascinating world of single-celled algae. Using scientific methods as a foundation for the creation of 
light and sound, the work takes a deeper look into the methodology of protein creation through unicellular 
organisms. The piece will be crafted from generative processes that use various sonification methodologies in an 
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attempt to extract musical patterns and information from elements of DNA, visual materials and other abstract 
protein and plasmid data. 
 
The score is divided into 3 movements that follow the scientific methodology of protein creation through unicellular 
organisms. The data and materials surrounding these processes have been collected and collated into a single 
database, from which animated graphic scores are generated and performed. Through performances, it is hoped that 
sonification through notation will uncover musical structures within ordered scientific processes and creations. 
 
The video score operates in synchronous timing, with synced directions and sequences triggered 
within the video score. Performers’ iPads sync to a central server over WiFi, where animated notation is generated 
on a performer by performer basis. Performers follow the scientific data in a semi-improvised fashion, whilst 
retaining cohesive musical directions to do with pitch and rhythm. In order to generate the iPad scores, performers 
must first undertake a ‘notation survey’ that determines preferences such as reading direction, density of musical 
information and flexibility in interpretation. Survey results feed into the generative notation system, which creates 
the ‘score videos’. 
 
Speak Percussion 
 
Performers: 
 
Kaylie Melville 
Robyn Schulkowsky 
Louise Devenish 
Eugene Ughetti 
 
 
Speak Percussion has shaped the sound of 21st century Australian percussion music through the creation and 
presentation of ambitious arts projects. Internationally recognised as a leader in the fields of experimental and 
contemporary classical music, Speak are constantly seeking to redefine the potential of percussion. 
 
http://speakpercussion.com/ 
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TENOR AND ACMC PROGRAM 2019 
 
Venue Information 
 
On Campus 
 
The Music Auditorium, Foyer, Drama Theatre, Drama Workshop, Computer Lab, and rooms 
G01 and 226 are in the Sir Zelman Cowen School of Music 
Building 68 
 
The Sound Gallery and Jazz Club are in the Ian Potter Centre for Performing Arts, 48 Exhibition 
Walk 
 
Off Campus 
 
Make it Up Club is at Bar Open, 317 Brunswick St Fitzroy 3065 
 
MESS and the Grainger Museum are in the Melbourne CBD 
 
Morning and afternoon tea provided most days, lunch at delegates own expense. See the guide at 
the end of the program booklet. 
 
 
 
Tuesday 23 July 
 
 
Time Event Venue 
09:00 – 
10:00 

Conference registration and morning tea 
 
 

Foyer 

10:00 – 
12:00 

TENOR Panel 1: Singing from Country: Exploring 
Indigenous Australian Perspectives on Connections to 
Country through Music 
 
Aaron Corn, Grayson Rotumah, Jessie Lloyd, Aaron 
Wyatt 
 

Auditorium 

12:00 – 
13:00 

Lunch break  

13:00 – 
16:30 

Grainger Museum, MESS visit 
 

Melbourne CBD 
 

13:00 – 
15:00 

TENOR Performer’s Lab: Robyn Schulkowsky 
 
Exploring a selection of works by Christian Wolff 
 

Auditorium 
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concurrent 
session 

TENOR Workshop 1: Skot McDonald. Roli 
 
Ideation: Let’s Improve Representation and Editing of 
Polyphonic Expression! 
 
 

G01 
 

concurrent 
session 

TENOR Workshop 2: Aaron Wyatt. Decibel 
ScorePlayer 
 

Computer Lab 
 

15:00 – 
17:00 

TENOR Workshop 3: Dorico Notation Software 
 
Michael Rohanek 
 

G01 
 

concurrent 
session 

TENOR Workshop 4: Shane McKenna. 
DabbleDooMusic 
 
“A New Musical Pedagogy in Action” 
 

226 

17:00-
18:00 

Welcome to Country and Opening Cocktail events 
 
Performance of Catherine Schieve’s “Ink Jungle” by 
Decibel 
 

Ian Potter Centre 
for Performing Arts 

18:30 – 
20:00 

TENOR Concert 1: Clocked Out duo 
 
Alex Christie 
“Memory Calendar with Pieces Missing” 
 
Ryan Ross Smith 
“Study no. 0” 
 
Carmen Chan Schoenborn 
“FW: REGENERATE” 
 
Joshua Tomlinson 
“A Short Story” 
 
Lindsay Vickery 
“Kurui” 
 

Auditorium 

20:00 -
20.30 

Travel to Fitzroy  

20:30 – 
22:30 

ACMC Concert 1: Make it Up Club 
 
Featuring improvised works by: 
 

Bar Open 
Fitzroy, Melbourne 
City. 
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Leah Blankendaal 
Fernando Egido 
Alex White and Ian Stevenson 
 

 
 
 
 
 
Wednesday 24 July 
 
 
Time Event Venue 
09:00 – 
09:45 

Conference registration open 
 

Foyer 

10:00-
15:00 

ACMC Installation 1: Jack Woodbury 
 
“A Tree Falls”  
 

Drama Workshop 

09:45 – 
10:00 

Opening remarks: Professor Cat Hope 
 

Auditorium 

10:00 – 
11:00 

TENOR Keynote 1: Miki Kaneda 
  
“World Graphic Scores: Performative Technologies of a 
Transpacific Avant-Garde” 
 

Auditorium 

11:00 – 
11:30 

Morning Tea 
 

Foyer 

11:30 – 
13:00 

TENOR Paper Session 1 
 
 
Jonathan Bell and Benedict Carey 
“Animated Notation, Score Distribution and AR-VR 
Environments for Spectral Mimetic Transfer in Music 
Composition” 
 
Rama Gottfried and Georg Hajdu 
“Drawsocket: A Browser Based System for Networked 
Score Display” 
 
Georg Hajdu and Rama Gottfried 
“Networked Music Performance in the Old Elbe Tunnel” 
 
 

Auditorium 
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concurrent 
session 

ACMC Paper Session 1 
Interaction and Generative Composition 
 
Charles Martin  
“Interacting with Musical Neural Networks from the 
Performer’s Perspective” 
 
Christina Hopgood, Charles Martin and Gísli Jóhann 
Grétarsson 
”Synesthetic: Composing works for Marimba and 
Automated Lighting” 
 
Alex White  
“Analog Algorithms: Generative Composition in Modular 
Synthesis” 
 

G01 

13:00- 
14:00 

Lunch Break  

14:00 – 
15:30 

TENOR Paper Session 2 
 
Linda Bouchard and Joseph Browne 
“Live Structures” 
 
Elisabeth Schimana 
“Sound as Score” 
 
Charlie Sdraulig and Chris Lortie 
“Recent Audio Scores: Affordances and Limitations” 
 

Auditorium 

concurrent 
session 

ACMC Paper Session 2a Electronic Music 
Performance 
 
Warren Burt  
"’Hexany Diamond 5 7 11 13’ A Microtonal Computer 
Music Composition used Wide Blue Sounds Orbit 
Softsynth in a 19 note Ervin Wilson Scale” 
 
Charles Martin  
“Neurofeedback - Music for Neural Network and 
Electronic Sounds” 
 
Susan Frykberg  
“Trialogue Across Three Time Zones - Three Computer 
Musicians in Conversation” 
 

G01 
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concurrent 
session 

ACMC Paper Session 2b Digital Tools 
 
David Hirst  
“NES-Spectrale, a Suite of Max Tools for Processing in 
the Frequency Domain” 
 
David Hirst  
“NES-Tools, a Signal Processing Suite for Max” 
 
Skot McDonald  
“A Machine For Gigging: Towards A Computable Model 
of Electronic Music Performance” 
 

213 

15:30 – 
16:00 

Afternoon Tea 
 

Foyer 

16:00 – 
18:00 

TENOR Panel 2: TENOR Network  
 
Cathy Milliken, Murat Gürel, Martin Scherzinger, 
Ramesh Vinayakam, Sandeep Bhagwati 
 
Moderated by Terri Hron 
 
“Notation and Representation beyond the Eurological 
Tradition - Conventions, Challenges, Concepts” 
 

Auditorium 

18:00 – 
19:30 

Music Notation Exhibition 
opening Event and/or dinner break 

Louis Matheson 
Library 

19:30 – 
21:00 

TENOR Concert 2: Elision Ensemble 
 
Dr. Christian Dimpker 
“Utopia V” 
 
David Kim-Boyle 
“5x3x3” 
 
Peter McNamara 
“Voice of the Depths” 
 
Paul Turowski 
“SQ2” 
 
Rebekah Wilson 
“F. Not F.” 

Sound Gallery 
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Thursday 25 July 
 
 
 
Time Event Venue 
09:00 – 
09:30 

Conference registration open 
 

Foyer 

09:30-
11:00 

TENOR Paper Session 3 
 
Rebekah Wilson  
"Towards Responsive Scoring techniques for networked 
music performances" 
 
David Kim-Boyle and Benedict Carey  
“Immersive Scores on the HoloLens” 
 
 
Aaron Wyatt, Lindsay Vickery and Stuart James 
 “Unlocking the Decibel ScorePlayer” 
 
 

Auditorium 

concurrent 
session 

ACMC Paper Session 3a Compositional Approaches 
 
Ryan Burge and Stuart James  
“Exploring Hyperrealism in Electroacoustic Music” 
 
Jonathan Maltman and Lindsay Vickery  
“An Approach to the Creation of Speech-Melody Works” 
 
Lindsay Vickery  
“An Approach to the Creation of Large-Scale Site-
Specific Works for Ensemble and Electronics” 

G01 

concurrent 
session 

ACMC Paper Session 3b Spatial Music 
 
Alexis Weaver  
“Small Diffusion, Big Impact: Composing Immersive 
Acousmatic Music for the Non-Ideal Listening Situation” 
 
Stuart James  
“Navigating Through and Constraining Chaos: A 
Morphological Approach to Chaotic Sound Synthesis” 
 
Troy Rainbow and Stephanie Peters  
“’Want it to End' - Towards a Virtual Theatre” 
 

 213 
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10:00 – 
14:00 

ACMC Installation 2: Leah Blankendaal 
 
1.3-2.4 
 

Drama Workshop 

9:00 – 
11:00 

Meyer Constellation Session 
 
Invited guests will play pieces through the Constellation 
system   
 

Sound Gallery 

11:00 – 
11:30 

Morning Tea 
 

Foyer 

11:30 – 
12:30 

Keynote 2: Dr. Catherine Schieve 
 
“Notation, Reading, and Environment: re-inventing the 
World” 
 

Auditorium 

12.30 - 
13.30 

Lunch Break 
 
 
 

 

13:30 – 
15:00 

TENOR Paper Session 4 
 
Dylan Davis 
“The Monthly Acid Pattern – An Accessible Notation 
System for Acid House collaboration” 
 
Andy Ingamells 
“Performing the Compositional Act with Bouncy Castles, 
Soap and Shh” 
 
Luke Nickel 
“Palace 64: Impossible Virtual Roller Coasters as Musical 
Scores” 
 

Auditorium 

concurrent 
session 

ACMC Paper Session 4a Education Issues 
 
Charles Martin, Alexander Hunter and Benjamin Swift 
“Two Perspectives on Rebooting Computer Music 
Education: Composition and Computer Science” 
 
Benjamin Murphy 
“Practicing Creativity and the Pedagogical Benefits of 
‘Beat Cyphers’” 
 
 

G01 
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concurrent 
session 

ACMC Paper Session 4b Historical Perspectives 
 
Stefanie Petrik, Kylie Supski and Roger Alsop 
“John Cage's Lecture on Nothing: An Experimental 
Theatre Production” 
 
Cissi Tsang  
“Composing Soundscapes From a Single Field 
Recording” 
 
Annika Moses and Lindsay Vickery 
“Irene Greenwood, Sisters Akousmatica and Expanded 
Radio: Encouraging Feminist Communities Through 
Radical Transmission Arts”  
 

213 

15:00 – 
15:30 

Afternoon Tea 
 

Foyer 

15:30 – 
16:00 

TENOR Concert 3: Monash Electronic Music 
Ensemble 
 
Andy Ingamells 
“Long Piece” 
 
Haruka Hirayama 
“On Gaku” 
 
Ralph Lewis and Robin Meiksins 
“Duo Tube” 
 
 

Auditorium 

16:00 – 
17:30 

ACMC Concert 2: Live electronics 
 
Donna Hewitt  
“Permafrost” 
 
Lindsay Vickery 
“Qaalup”  
 
Stefanie Petrik, Kylie Supski and Roger Alsop 
“Lecture on Nothing” 
 
John Robert Ferguson and Andrew Brown  
“Audio-visual Interiors" 
 
 

Drama Theatre 
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17:30 – 
19:00 

TENOR Concert 4: Decibel New Music 
 
Joseph Bohigian 
“Stone Dreams” 
 
Alison Isadora 
“STEMMEN V2.1” 
 
Gudmundur Gunnarsson 
Leyfðu hjólinu 
 
Jean-Michel Maujean 
Djimiluk at Waychinicup 
 
Luke Nickel 
“Impossible Virtual Rollercoasters” 
 
Cat Hope 
“The Aesthetics of Disappearance” 
 
Seth Shafer 
“Law of Fives” 
 
Linda Bouchard and Joseph Browne 
Murmuration/Murmure: Live Structures #3 
 
Brigid Burke 
“Gloss” 
 

Auditorium 

19:30 – 
22:00 

Banquet Dinner Jazz Club 

 
 
 
 
 
 
Friday 26 July 
 
 
Time Event Venue 
09:00 – 
09:30 

Conference registration open 
 
 
 

Foyer 
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09:30 – 
11:00 

TENOR Panel 3: Animated Notation Today 
 
Monash Animated Notation Research Group plus 
special guests 
 
Cat Hope, Ryan Ross Smith, Lindsay Vickery, 
Rebekah Wilson, and David Kim-Boyle 
 

Auditorium 

concurrent 
session 

ACMC Paper Session 5 
 
Jean-Michel Maujean, Skot McDonald and Stuart 
James 
“Exploring the Musical Potential of the Noisy Scrub-
Bird (Djimiluk) Through Computational Analysis” 
 
Leah Barclay and Mauricio Iregui 
“Listening to Invisible Ecosystems: Live Streaming 
Audio from Freshwater and Marine Environments” 
 
Leah Barclay and Michael Towsey  
“Visualising the Soundscapes of Inaudible 
Ecosystems” 
 
 

G01 

11:00 – 
11:30 

Morning Tea 
 

Foyer 

11:30-
13:00 

ACMC Concert 3: 8.1  
 
David Hirst 
“The Portuguese Suite (8 Channel Version)” 
 
Jesse Austin-Stewart 
“Beyond Nearsightedness” 
 
Stevie Jonathan Sutanto 
“Clipping-Dream” 
 
Ryan Burge 
“Returning Home” 
 
Nicole Carroll 
“Orrery Arcana” 
 
Stuart James 
“Particle IV” 
 

Drama Theatre 
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13:00 – 
14:00 

Lunch break  

14:00 – 
15:00 

TENOR 2020 Announcement and Presentation 
 

Auditorium 

15:00 – 
16:00 

ACMC AGM 
 

Auditorium 

16:00 – 
16:30 

Afternoon Tea  Auditorium 

16:30 -  
17:30 

Tour of MAMU Monash Archive of Monash 
University 

4th Floor, Menzies 
Building 

17:30- 
18.30 

Informal drinks at the jazz club  

18:30 – 
20:00 

TENOR Concert 5: Speak Percussion 
 
Damien Ricketson 
“Hectic Peppermint” 
 
Sean Quinn 
“Unity” 
 
Marta Tiesenga 
“ROTOGLYPH” 
 
Elisabeth Schimana 
“Virus” 
 
Ciaran Frame 
“Unicellular” 
 

Sound Gallery 

 
 
 
 
 
 
 
Saturday 27 July 
 
 
 
Time Event Venue 
11:00-
11:30 

Conference Registration 
 
 
 

Foyer 
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11:30-
12:30 

ACMC Concert 4: Video 
 
Michael Spicer 
“A Fireside Tale” 
 
Cissi Tsang 
“Corridor” 
 
Barry Hill 
“The Sound of a Sunrise...” 
 
Julian Scordato 
“Constellations” 
 
Leah Barclay 
“Migration Patterns: Invisible Ecosystems” 
 

Auditorium 

11:00-
13:00 

ACMC Installation 3: Vicki Hallett 
 
“Beyond Our Hertz-Parallel Universe” 
 

Drama Theatre 

12:30-
13:30  

Lunch break  

13:30-
14:00 

TENOR Performance 
 
Jeremy Ham 
 
“Improvising Polyrhythmic Space” 
 
 

Auditorium 

14:30-
15:30  

ACMC Concert 5: Instruments and electronics 
 
Fiona Hill  
“Imago” 
 
Pei-Fen Huang 
“In the Name of Love”  
 
Sandra González 
“Proyecciones Sonoras” 
 
Brigid Burke 
“Hands Feed Roots” 
 
Brigid Burke, Mark Pedersen and Roger Alsop 
“Wind - Sound - Breath: a Live Re-Interpretation” 

Drama Theatre 
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