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Preface

The 8th International Conference on Technologies for Music Notation and Representation (TENOR) is 
hosted by the Department of Music at Northeastern University, Boston, MA USA; the Longy School of 
Music of Bard College, Cambridge, MA. USA; and the New England Conservatory of Music, Boston, MA 
USA.

For this 8th edition, in addition to the usual topics of the TENOR conference, we propose a focus on 
Representation and Perception of Music Structure.

In addition to the 22 scholarly papers presented in these proceedings, we held two keynote presentations by 
Dr. Morwaread Farbood, Associate Director of Music Technology, New York University; and Dr. Holly 
Watkins, Professor of Musicology, Eastman School of Music; one keynote workshop presented by Tim 
Perkis, Software Engineer, Researcher and Educator; and Gino Robair, Composer and Visual Artist; and 
four Concerts, two at the Longy School of Music at Bard College (on May 15, 2023), and two at the New 
England Conservatory of Music (May 16, 2023), featuring Loadbang, Lisa Mezzacappa and Jason Levis 
(duoB); and members of the Callithumpian Consort, Stephen Drury, Director.

Many thanks to Craig Vear and the DigiScore Project, a European Research Council (ERC) Project, and to 
Sandeep Bhagwati for sponsoring the Callithumpion Consort; commissioned composers: Ingrid 
Laubrock and Kitty Xiao; and awardees of the NeoScore Competition: Xavier Davenport, winner; and Lauren 
McCall, finalist.

Our greatest thanks goes to Daniel Strong Godfrey, composer, and Chair of the Department of Music at 
Northeastern University, for his unflagging support of TENOR BOSTON 2023, both spiritual and financial.
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STRUCTURING CENSORSHIP IN DIGITAL SCORES 

Jaslyn Robertson 
Monash University 

Melbourne, Australia 
jaslyn.robertson1@monash.edu 

ABSTRACT 

Digital scores allow for new ways to experiment with 
agency and perception within composition and perfor-
mance. My recent works Censoring Experiment and 
Shadow Aria examine the possibilities for digital scores to 
incorporate methods of censorship with the aim of high-
lighting and unpacking it as a social issue. Despite an as-
sumption that censorship is an issue of the past or limited 
to non-western countries, recent cases of artistic censor-
ship in Australia and North America have brought atten-
tion to the ongoing problem, particularly as it affects mar-
ginalised artists and composers. In this paper, I discuss my 
two pieces that attempt to address, complicate, and subvert 
the issue of artistic censorship through experimental com-
position. Digital scores are the medium that allows these 
pieces to exaggerate real censorship and test how perform-
ers react creatively to censored environments. I argue that 
animated notation and mixed-media environments created 
through technology give me the ability to replicate and 
change a real-life social issue within a performance, letting 
my art not just comment on a political question, but work 
towards new insights through practice-based research. 

1. INTRODUCTION

Working with digital scores as a composition medium, my 
practice-based research explores forms of censorship ex-
perienced by underrepresented artists in the field of West-
ern art music, and experiments with ways of incorporating 
censorship into experimental intermedia works. Early ex-
periences of censorship in my own music and writing ca-
reer led me to research recent cases of composers and art-
ists across contemporary western society being silenced, 
particularly other composers who face discrimination for 
their identities and for the political themes of their work. 
As a recent example, Black American composer Daniel 
Bernard Roumain had his opera commission rescinded by 
Tulsa Opera after writing the work They Still Want to Kill 
Us (2021) because he refused to change the final lyric of 
the opera, “God Bless America; God Damn America!” His 
opera reflects on the 1921 massacre of hundreds of Black 
Americans in Tulsa, and while Tulsa Opera were open to 

presenting an opera about the massacre, they were only 
willing to do so without such explicit wording that would 
shock or offend their audience. [1] A particularly scandal-
ous Australian case of artistic censorship was that of queer 
artist Casey Jenkins, who had the government arts funding 
for their work Immaculate (2020-2021) revoked by the 
Australia Council for the Arts. The work in question in-
cluded streaming video of their process of self-insemina-
tion towards pregnancy, letting the viewer into an emo-
tional part of queer life that is often hidden away. [2] These 
are only two examples among several recent cases of artis-
tic censorship in the USA and Australia, but speak power-
fully to the impression that censorship is still an issue faced 
by composers and artists that represent their marginalised 
communities.  

In light of the understanding that censorship affects con-
temporary composers and artists in a Western context, and 
framing ideas of censorship around expanded definitions 
that Matthew Bunn names New Censorship Theory [3], 
my compositions test ways of structuring censorship into 
intermedia works. The two pieces discussed in this paper 
both create environments of censorship for improvising 
performers that are mediated through technological forms 
of communication, or digital scores. While they each in-
clude real-time aspects of randomisation, the moments and 
forms of censorship in the pieces is structured into a com-
position, with different sections of the pieces triggering 
different types and speeds of censoring gestures with var-
ying levels of intensity throughout the works. This ran-
domisation within a structure allows the works to play with 
concepts of surprise and failure within a musical form that 
unfolds through time. Jack Halberstam’s notion that “un-
der certain circumstances failing, losing, forgetting, un-
making, undoing, unbecoming, not knowing may in fact 
offer more creative, more cooperative, more surprising 
ways of being in the world” [4] and Linda Candy’s method 
of “reflection-on-surprise” as a way of understanding un-
expected outcomes [5] guide my understanding of per-
former and audience reactions to my work. In my own 
work, the medium of the digital score provides new possi-
bilities for unpacking the effects of artistic censorship 
through experimental intermedia composition.  

2. DIGITAL SCORES AND NEW POSSIBILITIES

Digital scores for intermedia composition are a provoca-
tive medium to explore the concept of censorship. To de-
fine digital scores, Craig Vear writes that “when a 

Copyright: © 2023 Jaslyn Robertson. This is an open-access article dis-

tributed under the terms of the Creative Commons Attribution 3.0 Un-

ported License, which permits unrestricted use, distribution, and repro-

duction in any medium, provided the original author and source are cred-

ited. 
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musician is interested in communicating a musical idea 
that is only created through and with technology then we 
can call that a digital score.” [6] Some forms of digital 
scores include animated scores, graphic scores, interactive 
and AI-based scores as well as digitally enhanced tradi-
tional scores. A scanned copy of a paper score, however, 
is not normally considered a digital score unless it makes 
use of technology to build upon the original material in 
some way. [6] Digital scores are classified as such if their 
core purpose is as “a technically mediated communication 
interface between the creativity of a composer, the creativ-
ity of a performer and the creative mind of the listener.” 
[6] Therefore, the role of technology in digital scores is
key to their realisation. As opposed to traditional forms of
music notation, digital notation allows for real-time com-
position and chance processes and different forms of en-
gagement and interactivity between performers and the
score. As a composer and practice-based researcher, digi-
tal scores give me the potential to simulate environments
of censorship using technology. The possibilities of tech-
nology to aid in the facilitation of ideas between the com-
poser, performers and audience gives composers the po-
tential to integrate conceptual ideas into the medium of the
score as well as the resulting performance. Researchers in
the fields of digital and animated notation have pointed out
how these forms of notation can facilitate different kinds
of interactions between composers and performers, audi-
ences and time. [6][7][8] My recent compositions dis-
cussed in this paper experiment with the possibilities for
these distinctive mediations to recreate, complicate, and
subvert environments of artistic censorship, untangling the
effect of censorship on performing artists.

3. CENSORING EXPERIMENT (2022)

Censoring Experiment is an audio-visual work for one per-
former playing through a Max patch on a laptop with a 
webcam.1 The work is attended for online performance 
through live-streaming or pre-recorded distribution on 
online platforms. This piece is an attempt to recreate and 
exaggerate forms of censorship faced by marginalised peo-
ple on websites and social media applications. In the USA, 
the FOSTA-SESTA law was recently introduced to stop 
sex trafficking activities online by policing sex work on 
the internet. Website owners are now held responsible if 
illegal sex work is advertised on their platform, however 
because many large websites that host user content have 
no way of efficiently moderating for that, they use either 
algorithms or outsourced workers to ban any sexual con-
tent. [9] Content that is deemed pornographic because of 
the inclusion of nudity, body hair or menstruation is rou-
tinely banned from platforms including Instagram, Face-
book and Twitch. Moderation processes particularly target 
black people, Indigenous people and people of colour, and 
non-cis-male bodies. [10] As a response to recent changes 
in policy and cases of censorship online, I tested the idea 
of censoring an improvising performer during their 

1 https://vimeo.com/789422211 

performance and observing how they would react. The 
Max patch processes the incoming video and audio of the 
performer’s improvisation, creating a version that distorts, 
erases and covers up parts of the visual and audio input, as 
shown in Figure 1. The censoring events are randomised 
within a structure that defines the density and kinds of 
events that occur in different sections of the piece, building 
to more heavily censored moments. With no other instruc-
tions given to the performer except to improvise into the 
webcam and respond to the processed video and audio 
played back to them as a score, the resulting piece is the 
censored mirror the performer sees as they play. A digi-
tally created environment that the performer improvises in 
becomes both the space of the performance and the score 
itself, the digital score creating an “integrated cross-disci-
plinary performance”. [6] 

Figure 1. One form of randomised visual censoring in 
Censoring Experiment. 

Composing in a digital format in this piece reveals possi-
bilities of randomness only available in real-time compo-
sition. The randomised structure of the score is important 
to the work conceptually and practically, giving the per-
former unexpected moments to respond to. This real-time 
aspect incorporates a layer of unpredictability into the 
patch, making it feel more like a malleable environment 
than a traditional fixed score. Cat Hope posits that “ani-
mated notations can assist us to challenge our perceptual 
notions of time for music and sound”. [8] In Censoring Ex-
periment, the randomisation of events in time, facilitated 
by the digital nature of the score, allow the piece to simu-
late a changing environment of censorship more realisti-
cally. The unpredictability of the work to the performer, 
even after rehearsing or performing the piece multiple 
times, allows for surprising real-time responses in each it-
eration. These moments of surprise can lead to observa-
tions on how performers respond to unpredictable censor-
ship of artistic expression on online platforms. 

In comparison to traditional, fixed forms of music nota-
tion, digital and real-time scores change the structures of 
agency and freedom for performers. Ryan Ross Smith 
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writes, “Simply put, agency lies primarily with the per-
former to activate or dynamize the conventional score, 
whereas the dynamic score has agency over the performer; 
movement is perceptible, not of the eye, but to the eye.” 
[7] This effect is enhanced when the animated score is vis-
ible to the audience, letting the viewers in on the process.
Lindsay Vickery’s piece Mueller (2020) makes a state-
ment about censorship by setting up an animated score that
is impossible to keep up with, and projecting that score for
the audience as well as the performers. [11] The musicians
play fast stabs of sound when the black rectangles of re-
dacted words appear in the Mueller report, flicked through
quickly in the projection. The result is that the performers
ultimately make mistakes in trying to keep up with the
piece, and the report itself is redacted by the speed of the
animation. In Censoring Experiment, only the resulting
video processed through the Max patch is presented to the
audience as an online or live-streamed video. Therefore,
the performer in this piece has limited agency over the fi-
nal product seen by the audience, reflecting the nature of
censorship on online platforms. They insert themselves
into the score and attempt to take back some control over
it.

While animated scores change the agency of the performer 
in relation to the score, and while showing the score to the 
audience heightens that effect, performers often feel freed, 
not restricted, by digital scores. Vear has investigated per-
formers’ responses to digital scores and writes that “Digi-
tal/generative scores may feel liberating to a performer.” 
[6] A dichotomy between restrictive and liberating ele-
ments in the performance of a digital piece is seen clearly
in Elizabeth Jigalin’s performance of Censoring Experi-
ment. While the Max patch amplifies restriction and cen-
sorship, the underlying theme taunts the performer to work
against it and reclaim agency and freedom. Unprompted,
Jigalin does exactly that in ways that were unexpected to
me as the composer. At the beginning of the piece, when
the video and audio processing censors her gently and spo-
radically, she works with it and allows the score to guide
her. As the processing ramps up, she realises that she has
to fight to work against it. She plays louder and makes big-
ger movements, but as these are continually distorted,
muted and covered up, she has to take a different approach.
She finally finds more playful ways to work against the
censoring environment by turning the piece on its head and
proving her agency over the digital score. Taking off her
shirt, she covers the webcam in red fabric as pictured in
Figure 2. This has the multiple effect of heightening the
risk of the performance – leaving her underwear visible for
a few seconds through the pixelation that could change at
any moment – and taking control over the score. Now she
can shape the video by moulding it in red fabric. The way
that Jigalin takes back control over the censoring score re-
flects an approach that artists can and do take in real life,
using their creativity to push back against algorithmic
mass censorship. The possibilities of a digital score and

2 https://vimeo.com/789426278 

real-time composition allow an experiment like this to be 
possible, and to condense and replicate a social issue on a 
small scale to begin identifying ways to address it. 

Figure 2. Jigalin reclaiming agency over the digital score 
in Censoring Experiment. 

4. SHADOW ARIA (2022)

Digital scores take many forms beyond screen-based nota-
tion. Vear defines the term broadly:  

From animated graphic scores and projected im-
ages to mixed-media environments; from co-lo-
cated telematics with distributed code to artificial 
intelligence, thinking machines, robotics and 
hacked bodies, there is a broad wealth of innova-
tion offered to musicians through the digital 
score. A defining feature is that they benefit from 
the usability and functionality of dynamic tech-
nological environments at some level and are re-
sponsive, evolving as the performance progresses 
and operating on a level of interactivity more in 
common with gaming and immersive new-media 
art. [6] 

The idea of a mixed-media environment forming a score is 
experimented with in Shadow Aria (2022).2 Shadow Aria 
is a short piece for four improvising performers, fixed mul-
tichannel tape track and a Max patch controlling four spot-
lights. It was premiered in late 2022 with double bass, per-
cussion, bass clarinet, viola and a 24.2 speaker spatialisa-
tion. The action of the spotlights is randomised within a 
structure, similarly to the processing in Censoring Experi-
ment. Unlike the screen-based Censoring Experiment, 
Shadow Aria takes the notions of a digital score beyond 
the screen by using digital methods to create an analogue, 
spatialised environment for both performers and audience. 
The piece is about silenced voices, broaching the topic of 
censorship in the arts from a different angle. A few years 
ago, I spoke to Helen Gifford, one of the most interesting 
Australian composers of the last century. She told me 
about orchestral pieces and operas she had written over the 
years that were never performed because of gendered 
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discrimination and the restrictions of her illness. [12] I 
wondered how many pieces have been lost, or never writ-
ten, due to the lack of opportunities given to marginalised 
people, and in Gifford’s case, women in a male-dominated 
discipline. The music of Shadow Aria is the accompani-
ment to a silent soloist. Performers are instructed to impro-
vise with the spatialised tape track, drawing from both the 
sound and its movement in the space. When a spotlight hits 
them, they become still and silent, representing the ghost 
of a silenced voice. The score is the environment they im-
provise in – light, audio and spatialisation are the prompts 
for the performers.  

Figure 3. Spotlight on one performer in Shadow Aria. 

The lights censor the performers directly (via the com-
puter), in that they must cease to play when they are lit. 
Because they only play and move in the darkness, their 
performance is then censored again from the audience. 
Other multimedia composers have played with this idea of 
hiding performance in the dark, including Alexander Schu-
bert in his piece Sensate Focus (2014) that also makes use 
of computer-controlled spotlights. [13] Schubert’s piece 
has the performers following a notated score, but their 
sounds and actions are lit through synced-up lighting cues, 
giving the audience the impression of digital sampling ra-
ther than live performance. While the piece is meant to 
evoke a digital feel, Schubert also wanted to draw attention 
to the impossibility of the robotic performance, “it shows 
the flaws in the body and how we work with them and how 
it is impossible to fulfil all the demands we put on it”. [14] 
Shadow Aria takes a different approach in its use of light-
ing as a representation of censorship. The presentation of 
the piece is distinctly analogue, although a Max patch 
forms a digital real-time score that controls it. The lights 
are warmer in tone, and turn on and off slowly. Rather than 
aiming to catch out the performers, the piece gives them 
time to halt their performance with theatricality, giving the 
audience a glimpse of each musician’s personality even 
though they never see them play. The tape track, too, is 
recorded on analogue synthesizers, blending in particu-
larly with the percussion and clarinet sounds in the premi-
ere performance. Instead of being a score that focuses on 
mistakes and surprise, like Mueller Report and Censoring 

Experiment, Shadow Aria gives the performers gentle cues 
to shape their improvisation and complicates the audi-
ence’s perception of the work. While Censoring Experi-
ment tries to exaggerate the restrictive censorship of arts 
on social media and force a reaction out of the performer, 
Shadow Aria reminds the audience of ghosts and shadows 
of underrepresented voices.  

Spatialisation forms a part of the audio score by providing 
a moving foundation for the performance. The improvised 
music is shaped by the tape track, with the combination of 
the tape track and live performance making up an accom-
paniment to an imaginary soloist. Because of the sugges-
tion of an accompaniment, and the often-quiet nature of the 
tape track, the piece feels held-back. Spatialisation allows 
sounds and gestures of a soft dynamic to fuel the improvi-
sation. As opposed to a stereo track, in multichannel com-
positions a quiet sound can be heard distinctly above other 
louder sounds in the same register, either because of the 
listener’s proximity to a speaker or because of a gestural 
movement. [15] This allowed me to layer a number of syn-
thesizer sounds in the track and have certain gestures avail-
able to the attention of one specific performer, giving each 
musician a different version of the audio score. In the 
premiere, this was not entirely successful as the spatialisa-
tion needed more workshopping to ensure that each musi-
cian had an equally interesting experience in their position. 
However, it did work to some extent, and the performers 
listened carefully to interact with the sound and movement 
surrounding them. For the audience and performers, spati-
alisation also introduced another level of censoring in the 
work. Having up to eight different audio tracks moving 
through the speakers in different ways while the four mu-
sicians play creates a level of complexity that cannot be 
fully perceptible. When spatialised sounds are layered in 
this way, “…all but the most significant characteristics are 
filtered out of the event, while the rest of the information 
is more or less ignored.” [15] Therefore, each audience 
member and performer will focus on the sounds loudest, 
closest to them, or with the most movement perceptible in 
their position. They each censor out some information to 
hear their own personal impression of the whole composi-
tion.  

5. CONCLUSIONS

While Censoring Experiment and Shadow Aria both ex-
plore similar themes of artistic censorship, they test out 
different ways of incorporating structured censorship into 
digitally scored compositions. Censoring Experiment re-
lies on concepts that are distinctly screen-based and suited 
for online distribution. The solo performer fights against 
censorship within the computer screen, reminiscent of the 
algorithm-fuelled censorship they experience on social 
media and web-based platforms. This forces them to react 
creatively, using their body and performance to regain 
agency over the work or shape their music within the cen-
sored environment. Shadow Aria asks the four performers 
to censor themselves in collaboration with the tape track, 
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making space for the silent soloist. The result is a more 
cautious performance, with a sense that the performers are 
working together with the lighting and spatialised sound. 
Both pieces create a structured environment of censorship 
as different kinds of digital scores – Censoring Experiment 
as real-time animated notation, and Shadow Aria as a 
mixed-media environment of light and moving sound. 
These pieces begin an exploration for the potential for dif-
ferent forms of digital scores as methods of incorporating 
censorship into compositions and representing the social 
issue of censorship to performers and audience. Future ex-
periments will take this concept further by testing the dif-
ference between musicians’ and audience’s perceptions of 
censorship coming from digital means and coming from a 
human in live performance, leading to further insight on 
how we might react to algorithmic moderation on the in-
ternet.  

Acknowledgments 

I would like to thank the DigiScore project for commis-
sioning Shadow Aria, and the performers of both pieces – 
Aaron Wyatt, Louise Devenish, Lindsay Vickery, Helen 
Svoboda and Elizabeth Jigalin. I would also like to thank 
my PhD supervisor Cat Hope for her guidance.  

6. REFERENCES

[1] J. Wicker, “God Damn America: Tulsa Massacre
Opera Drops Black Composer Over Lyrics,” The
Guardian, 2021. [Online] Available:
https://www.theguardian.com/mu-
sic/2021/mar/22/black-composer-tulsa-massacre-
opera-daniel-bernard-roumain.

[2] B. Eltham, “Casey Jenkins v Australia Council: When
Controversial Art Loses Funding, What Does it Mean
For Culture?” The Guardian, 2020. [Online] Availa-
ble: https://www.theguardian.com/cul-
ture/2020/oct/17/casey-jenkins-v-australia-council-
when-controversial-art-loses-funding-what-does-it-
mean-for-culture.

[3] M. Bunn, “Reimagining Repression: New Censorship
Theory and After,” History and Theory, vol. 54, no.
1, 2015, pp. 25-44.

[4] J. Halberstam, The Queer Art of Failure. Duke Uni-
versity Press, 2011.

[5] L. Candy, “Reflective Practice Variants and the Cre-
ative Practitioner”, in C. Vear (Ed.), The Routledge
International Handbook Of Practice-Based Re-
search, Routledge, 2022.

[6] C. Vear, The Digital Score: Musicianship, Creativity
and Innovation. Taylor & Francis, 2019.

[7] R. Ross Smith, “An Atomic Approach to Animated
Music Notation,” in Proceedings of the International
Conference on Technologies for Music Notation and
Representation (TENOR’15), Paris, 2016, pp. 40-48.

[8] C. Hope, “The Possibilities of Animated Notation,”
Computer Music Journal, vol. 41, no. 3, 2017, pp. 21-
35.

[9] D. Blunt and A. Wolf, “Erased: The Impact Of
FOSTA-SESTA and the Removal Of Backpage On
Sex Workers,” Anti-Trafficking Review, vol. 14,
2020, pp. 117-121.

[10] G. Faust, “Hair, Blood and the Nipple: Instagram
Censorship and the Female Body,” in U. Frömming
et. al (Eds.), Digital Environments: Ethnographic
Perspectives Across Global and Online Spaces, Tran-
script, 2017.

[11] L. Vickery. Mueller. [Online] Available:
https://vimeo.com/447707905.

[12] H. Gifford and J. Robertson, “A Brain that Keeps
Working: An Interview with Helen Gifford,” Context,
vol. 45, 2019, pp. 75-85.

[13] A. Schubert. Sensate Focus. [Online] Available:
https://youtu.be/ojWW9ifdMFs.

[14] Z. Kanga and A. Schubert, “Flaws in the Body and
How We Work with Them: An Interview with Alex-
ander Schubert,” Contemporary Music Review, vol.
35, no. 4-5, 2016, pp. 535-553.

[15] L. Brümmer, “Composition and Perception in Spatial
Audio,” Computer Music Journal, vol. 41, no. 1,
2017, pp. 46-60.

5



ONLINE SURVEY ON USABILITY AND USER EXPERIENCE
OF MUSIC NOTATION EDITORS

Matthias Nowakowski
Center of Music and Film Informatics

Detmold University of Music
Detmold, Germany

matthias.nowakowski@hfm-detmold.de

Aristotelis Hadjakos
Center of Music and Film Informatics

Detmold University of Music
Detmold, Germany

aristotelis.hadjakos@hfm-detmold.de

ABSTRACT

Although one can see a certain convergence between the
interaction designs of different notation editors, there is
no general consensus or standard since new interaction
paradigms keep appearing with most major software up-
dates or new products. In this paper, we present the results
from an online survey (n = 138) with standardized us-
ability and user experience questionnaires. The users of
digital notation editors were asked to fill out the System
Usability Score, the AttrakDiff2 and the Liveness question-
naire. This provides insights into domain specific design
problems with the goal to inform the design of future in-
terfaces. Almost all music notation editors show clear defi-
ciencies in overall usability. Furthermore, a detailed exam-
ination of the obtained metrics show specific dependencies
of individual qualities, which are helpful to conduct further
qualitative research.

1. INTRODUCTION

Usability is one of the key topics of human computer inter-
action (HCI) research. It describes the property of a sys-
tem to help a user achieve goals effectively, efficiently and
satisfactorily [1]. In the early days of HCI research much
fundamental work was done on the psychological and mo-
torical basics of using text editors and graphical user in-
terfaces (GUI) and thereby also determining their efficient
use [2, 3, 4]. In music, the digital positioning of graphical
objects such as notes, staves, etc. was already problemized
since the 1960s [5, 6, 7]. This was not framed as a topic
of usability, but rather of automatizing score editing, as
demanded by formatting or engraving and contemporary
music notation practices [8]. There was no need for mu-
sic specific interaction paradigms since the interaction was
based on text editing.

Before the first graphical user interfaces (GUI) for music
notation were developed, GUIs were used to create elec-
tronic music and were seen as a creative tool. Novel and
more abstract musical representations could be employed,
suitable for interactions via mouse and keyboard. First
usability considerations in this regard where made in the

Copyright: © 2022 Matthias Nowakowski, Aristotelis Hadjakos. This is an open-

access article distributed under the terms of the Creative Commons Attribution 3.0

Unported License, which permits unrestricted use, distribution, and reproduction in

any medium, provided the original author and source are credited.

mid-1980s by analyzing digital workflows [9], describing
interactive graphical environments for computer assisted
composition [10] and so essentially proposing ideas for a
visual programming languages based on parametric ma-
nipulations [10, 11].

Today, GUIs to produce sound include visual program-
ming languages such as Max/MSP, Pure Data (Pd), Open-
Music (OM), PWGL, Bach, etc. which in some cases al-
ready include modules with notation interfaces. Further-
more, there are Trackers, Sequencers, Digital Audio Work-
stations (DAW) and score editors. Nash et al. continue to
research usability dependent on the creative involvement of
the user and developing workflow models to address differ-
ent use-cases by analyzing flow and cognitive dimension
metrics [12, 13, 14]. Hunt et al. [15] even uses the cog-
nitive dimensions approach to design an interactive gen-
erative score editor from scratch. Nevertheless, detailed
academic examination of music notation software remains
scarce. Peterson et al. [16] measure duration of various
interactions and analyzed their influence on composer cre-
ativity. Compared to handwriting they spent less time on
the creative task of writing notes due to menu navigation,
which resulted in less musical detail.

Taking an analytical view on the components of score ed-
itors, they are mostly based on interaction paradigms better
known from other contexts: text processing (e.g., inserting
notes with the keyboard), image processing (e.g., changing
layout with the mouse) and digital audio processing (e.g.,
placing sound elements in a temporal order and playing
them back, similar to DAWs). Although there are conver-
gences in visual and interaction design, a lack of overarch-
ing and consensual metaphors leads to more variation be-
tween the applications and may create a barrier to change
from one to another.

To also account for the use of musically trained people,
we decided to approach the problem from two sides—
usability and creativity—using established and standard-
ized questionnaires to develop hypotheses about the im-
portance of design elements, which we will be important
to explore in further studies.

2. METHOD

Digital musical notation is often aimed at creative use, be it
formatting a score beautifully, or for composing or arrang-
ing with simultaneous acoustic verification of the result.
The interaction is usually conveyed by screen, keyboard
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Figure 1. Percentages of all named notation programs in the survey. The dark orange fields equal to 1.47% (named twice)
each, while the pink fields equal to 0.74% (named once) each. The first six programs to be analyzed in this paper represent
107 of 136 valid responses.

and mouse, but touch-based solutions are also common.
In any case, the design has to ensure good usability and
trouble-free use. To cover both aspects, i.e., creativity and
usability, we decided to use multiple questionnaires. The
System Usability Score (SUS) [17] assesses usability. The
AttrakDiff2 [18] assesses pragmatic and hedonistic quali-
ties. The questionnaire by Nash et al. [13] assesses liveness
of the interaction.

Pragmatic quality (PQ) measured by the AttrakDiff2
questionnaire is bound to the satisfaction using the soft-
ware and the feeling of productive impact while using it,
whereas hedonistic qualities, which we consider to be de-
sirable goals while working creatively, deal both with:

identity (HQ I) People express their self through objects.
They want to be perceived by relevant others in a
specific way. A product can support this by commu-
nicating a desired identity.

stimulation (HQ S) People strive for personal develop-
ment, i.e., the improvement of knowledge and skills.
Products can support this development by having a
stimulating effect. Novel, interesting and stimulat-
ing functionalities, content, interaction and presen-
tation styles can increase attention, dampen motiva-
tion problems or facilitate finding new solutions to
existing problems. Thus, stimulation can also indi-
rectly help with task completion.

Considering music production, Nash et al. [13] investi-
gated liveness metrics on trackers and sequencers, which
employ different kinds of notation and workflow, whereby
score editors can be seen as being similarly manipulation-
driven as trackers. Liveness describes generally a sense
of subjective sense of intimacy, which can be assessed
through system feedback. This is strongly connected to
flow, which describes the mental state of immersion while
performing a task or using a system [19].

We distributed the survey among mailing lists of inter-
est groups concerning themselves with musical notation in
general, digital notation, digital instruments, digital musi-
cology, composition and musical markup languages. 1 By
doing this, an international pool of potential participants
was addressed. The survey started in July 2022 and lasted
until December 2022.

Each participant had to name one editor either by choos-
ing from a preset list or writing into a free text box be-
fore answering the questions. Only single mentions of a
program were counted as valid entries to ensure differen-
tiated answers. E.g. “musixtex” is valid, while “musixtex
and score” is not. The questionnaires could be answered
multiple times by the same person, each time answering
the questions in relation to another program they have not
named before. The participants did not have to be experts
with the program but should be confident using it. Further
attributes about the participants where not requested. All
questions in the survey were mandatory.

We got 138 responses, from which two were not valid.
In total, 29 score editors were mentioned. We excluded all
editors that were mentioned only once or twice from the
further analysis leaving us with six score editors and 107
of the total responses (see Figure 1). The six score editors
are: MuseScore, Sibelius, Finale, Dorico, LilyPond and
Capella.

MuseScore is available for free, while Sibelius, Finale,
Dorico and Capella have to be purchased, but reduced free
versions exist. It is worth mentioning that we had nine
responses for LilyPond, which is available for free and
which follows completely different interaction paradigms
than the What-you-see-is-what-you-get (WYSIWYG) in-

1 The mailing lists were: students at the Detmold University of Mu-
sic, Music Notation at Ircam (music-notation@listes.ircam.fr), W3 No-
tation Community Group (public-music-notation@w3.org), NIME Com-
munity (nime-community@googlegroups.com), MEI Community (mei-
l@lists.uni-paderborn.de)
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terfaces we mainly had in mind. It is a notation program,
which compiles notations from text files and so is function-
ally similar to LATEX.

To make the the questionnaires more comprehensible, we
had to add some explanations since concepts condensed
in expressions like “viscosity”, “diffuseness” or “action-
awareness merging”, were not always clear in pre-tests in
the context of using notation programs. Even after starting
the survey we had some remarks about the comprehensi-
bility of some items. Especially for AttrakDiff2 some ad-
jective pairs seemed pointless, as it was communicated to
us by English- and German-speaking participants.

Each questionnaire was evaluated as described in their
respective papers. To compare the music notation editors,
we applied ANOVA on the respective scores for the whole
group to determine, if there are any significant differences
in the group itself. Additionally η2 was computed as a
metric of confidence about the detected variance. Post-hoc
Tukey tests where applied to detect significant differences
between pairs of notation editors when ANOVA detected
any significant differences. Finally, all metrics were corre-
lated with each other to determine if any metric could be
reduced to the outcome of another and what topics might
be worth exploring further.

3. RESULTS

3.1 System Usability Score (SUS)

The SUS assesses the general satisfaction of a person deal-
ing with a software. Bangor et al. developed a grading
scale that maps SUS scores as follows to school grades
[20]:

• below 60: F

• between 60 and 69: D

• between 70 and 79: C

• between 80 and 89: B

• 90 and above: A

Based on 241 studies, the average SUS score is 68 [21,
p. 203–204]. Therefore, we added a mark for 68 in Fig-
ure 2. Only one of the six programs (Capella) clearly ex-
ceeded this threshold. Finale and MuseScore barely ex-
ceeded the threshold, while Dorico, Lilypond and Sibelius
fall below. Looking at the distribution within the groups
we can see large differences. Notation editors, which were
mentioned less by our participants (Capella and LilyPond)
have smaller ranges between the largest and the smallest
scores. Sibelius has an especially wide range.

The one-way ANOVA test shows that there is a signifi-
cant difference between the classes (p < .001). The post-
hoc Tukey test shows that there is a significant difference
between Capella and all other programs (p < .01). Other
significant differences are not detected (Table 2).

3.2 AttrakDiff2

The items in this questionnaire consist of polar adjectives,
which are ranked on a 7 point Likert scale. A higher num-
ber represents a stronger expression of that property.

Overall the one-way ANOVA tests detects significant dif-
ferences in all three qualities (p < .001). Especially HQ S
shows more individual differences and more diverse group
parings in the Tukey test (see Table 3). Tukey tests for
each quality is characterized by MuseScore and Sibelius
having mostly significant differences with most other ed-
itors, while Capella, Dorico and LilyPond do not show
differences among themselves. HQ I shows only differ-
ences of Capella and Dorico to MuseScore while PQ mir-
rors the outcome of SUS (see Table 4). In general Capella
and MuseScore are considered to be more pragmatic, while
Dorico and LilyPond are more stimulating with LilyPond
having stronger tendencies towards identity. The scores
of Sibelius and Finale are similar to each other across all
qualities.

3.3 Liveness

Nash et al. [13, 22] derive their concept of liveness from
cognitive dimensions [23] and flow [19] to assess creative
work while using programs based on notations. The re-
sults in Figure 4 are based on a 5 point Likert scale. Due to
the formulations higher values do not always mean a more
desirable expression of item. For example “hard mental
operations” should be desired to be low, while “no hidden
dependencies” is desired to be high, because hidden de-
pendencies may influence prediction of outcomes and may
be not controllable by the user. Considering the role of
“loss of self consciousness” and “transformation of time” it
seems not very clear if lower or higher values are more de-
sirable, but it might be a hint towards more or less rational
and controlled handling of the software. However, this did
not allow for a meaningful aggregation, so that we evalu-
ated significant differences for every item as demonstrated
in Table 5. Due to the relatively high number of exam-
ined metrics we decided to choose a significance level of
p < .01 for one-way ANOVA to reduce random detections
of significance. Afterwards Tukey tests were conducted if
that significance level was reached. For the Tukey tests,
Table 5 reports all group pairings with significance level
p < .05. For example this tells us, that there are significant
differences in “consistency” between Capella & Sibelius
and Capella & MuseScore.

It is noticeable that most of the groups in the Tukey test
include MuseScore eight times, Capella and LilyPond ar
mentioned seven times and Sibelius six times. The most
mentioned group is LilyPond & MuseScore with four, fol-
lowed by Capella & MuseScore, Capella & Sibelus and
LilyPond & MuseScore (each three times). LilyPond &
Finale and Dorico & MuseScore are mentioned once. Mus-
eScore and Sibelius are often grouped for the same metric
(like for “abstraction management” and “intrinsically re-
warding”) and there are not instances in which significant
differences between them can be detected, which is also
true for Capella and LilyPond.

Comparing the trajectories of the programs (Figure 5) we
can see that Capella is outperforming all others in almost
every item. Except for “no premature commitment”, “loss
of self-consciousness” and “transformation of time” where
it is below the level to the best-performing programs. For
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Figure 2. Boxplot of SUS. The points represent the individual results in each group. The dashed line highlights the SUS
usability threshold of 68.

Df Sum Sq Mean Sq F value Pr(>F) η2

5 7738.97 1547.79 6.66 2.12e-05 0.57
Residuals 101 23465.82 232.33

Table 1. ANOVA for SUS

group1 group2 estimate conf.low conf.high p.adj p.adj.signif

capella dorico -31.88 -51.05 -12.70 7.05e-05 ****
capella finale -31.09 -50.27 -11.92 1.13e-04 ***
capella lilypond -33.82 -55.34 -12.30 2.00e-04 ***
capella musescore -23.75 -41.25 -6.25 2.02e-03 **
capella sibelius -31.39 -49.30 -13.49 2.38e-05 ****

Table 2. Tukey test for SUS. Only groupings with any significance are shown.

“abstraction management” and “virtuosity” LilyPond per-
forms best, which is also reflected by the significance tests.

4. DISCUSSION

We first discuss limitations and problems of our approach.
Then we discuss the results in more detail and how they
could be interpreted in the context of this study. All met-
rics were correlated with each other to develop hypotheses
about important features of notation software and their in-
teraction design. Since all the results were correlated sepa-
rately and were not grouped by software, the effect of out-
lying and biased results is reduced.

4.1 Limitations and Problems

There are several potential problems with our approach in
particular and when using an online questionnaire-based
approach in general. These limitations and problems are
discussed in the following:

Sampling bias: Sampling bias is often seen as a main ob-
jection against online surveys as it is difficult or even
impossible to achieve a random sample of Internet
users [24]. Our approach also suffers from sampling

bias: The questionnaire was sent to a large group
using mailing lists. The participants were not se-
lected with the help of a systematic or a random
process, but decided themselves to participate in the
study. Because of this self-selection, it is possible
that only those who are specifically interested in the
topic have responded, making it difficult to general-
ize the results to the general population.

Manipulation: While this is not ethical, some survey par-
ticipants may have deliberately falsified their re-
sponses to push their favorite or to harm a competing
product as commercial and personal interests may be
involved. Furthermore, participants may have sub-
mitted the survey multiple times to skew the results
or they may hay have encouraged others to rate a
score editor in a specific way. While we do not see
obvious patterns of manipulation in our dataset, such
manipulations can also not be ruled out completely.

Different target groups: Musical notation editors can be
used for different tasks ranging from ideation to mu-
sic engraving. Since each software has a different
set of features, some tasks can be completed more
efficiently respectively. This has an impact on the
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Figure 3. Median values for each quality per software. hq s = Hedonistisc Quality: Stimulation, hq i = Hedonistic Quality:
Identity, pq = Pragmatic Quality.

Attribute Df Sum Sq Mean Sq F value Pr(>F) η2

HQ S 5 62.92 12.58 10.59 3.39e-08 0.72
Residuals 101 120.00 1.19

HQ I 5 23.73 4.75 4.98 0.000405 0.50
Residuals 101 96.25 0.95

PQ 5 37.74 7.55 5.32 0.000223 0.51
Residuals 101 143.37 1.42

Table 3. ANOVA for AttrakDiff2

Attribute group1 group2 estimate conf.low conf.high p.adj p.adj.signif

HQ S

capella musescore -1.66 -2.92 -0.41 2.65e-03 **
capella sibelius -1.33 -2.61 -0.05 3.67e-02 *
dorico finale -1.51 -2.63 -0.39 2.12e-03 **
dorico musescore -1.92 -2.89 -0.95 1.40e-06 ****
dorico sibelius -1.58 -2.59 -0.58 1.94e-04 ***
finale lilypond 1.41 0.09 2.73 2.91e-02 *
lilypond musescore -1.81 -3.01 -0.62 3.64e-04 ***
lilypond sibelius -1.48 -2.70 -0.25 8.57e-03 **

HQ I capella musescore -1.51 -2.63 -0.39 0.00228 **
dorico musescore -1.16 -2.02 -0.29 0.00261 **

PQ

capella dorico -2.14 -3.64 -0.64 9.79e-04 ***
capella finale -2.47 -3.97 -0.97 8.13e-05 ****
capella lilypond -2.19 -3.87 -0.51 3.51e-03 **
capella musescore -1.78 -3.14 -0.41 3.62e-03 **
capella sibelius -2.14 -3.54 -0.74 3.17e-04 ***

Table 4. Tukey tests for AttrakDiff2. Only groupings with any significance are shown.

target groups which might have more interest in fast
note input, or fine grained layout formatting, etc. de-
pending on proficiency and skill level of the user and
purpose of the notation.

Long user history: In their responds participants might
refer to a longer or shorter history of using a specific
software thereby reflecting advantages and short-
comings which occurred over the years, maybe even
changing software in this time period.

4.2 Metrics in detail

The ANOVA for SUS shows that there is no significant
difference in usability among programs, except compared
with Capella. It is surprising that half of the median scores
did not even reach the threshold for usability of 68. Two
other music notation editors barely exceeded that thresh-
old, which also corresponds to a school mark of “D” as
discussed in Section 3.1. However, having a score below
the threshold does not mean, that the application is unus-
able as shown by a study correlating adjectives with SUS.
The adjectives ranged from “worst immaginable” to “best
immaginable” of which “OK” occupies the space from 50
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Figure 4. Mean values for each liveness item per software. The dashed line represents the border between items which are
derived from cognitive dimensions and flow metrics.

Metric p-value ANOVA η2 Groups Tukey test p-value Tukey test

Consistency 0.00309 0.44 capella & sibelius 0.0111
capella & musescore 0.0355

Secondary notation 0.00513 0.42 capella & musescore 0.0250
lilypond & musescore 0.0333

Abstraction management 8.21e-06 0.6

dorico & musescore 2.05e-02
finale & lilypond 3.68e-03
lilypond & musescore 4.90e-06
lilypond & sibelius 4.73e-04

Virtuosity 0.00498 0.42 lilypond & musescore 0.00561
lilypond & sibelius 0.02730

Concentration and focus 0.00695 0.41
capella & finale 0.0239
capella & musescore 0.0478
capella & sibelius 0.0370

Intrinsically rewarding 0.000892 0.47
capella & sibelius 0.03620
lilypond & musescore 0.01290
lilypond & sibelius 0.00314

Table 5. On the left side, ANOVA tests are shown, if p < .01. On the right side, the respective Tukey tests if p < .05.

up to 68 [25] and thereby includes lower performing soft-
ware in our study. It is important mentioning that the SUS
was developed for assessing usability of the GUIs specifi-
cally. This could explain lower scores for LilyPond in gen-
eral, since the resulting notation is based on coding text
commands. The framing of our survey did not clearly dis-
tinguish between a GUI and the process of notating so that
when answering the questions the participants relate to the
LilyPond language and not the text editor.

There is a noticeable difference in the spread of data
points in Figure 2 especially for Sibelius and Dorico,
which can be interpreted as heterogenity in the user group.
This might be also an effect of the sample size we had in
this survey. The values of less mentioned music notation

editors such as Capella and LilyPond is usually less spread
out. One can assume that different user groups have dif-
ferent technical background. E.g. LilyPond is known to be
used by users already familiar with LATEXor programming.
It is not possible to verify such assumptions satisfactorily
without qualitative research and knowledge about the cir-
cumstances in which the applications are used.

With AttrakDiff2 we wanted to expand the field of inter-
est from pure usability to user experience and emotional
responses connected to the application using PQ and SUS
as a pivot attribute. In general, we can see that the ranking
of the music notation editors matches in both metrics. The
exceptional position of Capella in PQ is reflected by sig-
nificance tests with results similar to SUS (see Table 2 and
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Table 4).
Dorico, Capella and LilyPond are considered to be more

stimulating than the other programs (see Figure 3). Espe-
cially Dorico and LilyPond employ interaction paradigms,
which are not found in the other ones. Dorico can be used
by opening popovers to create elements. Also notes can
be inserted according to beat time divisions within the bar
rather than on pre-existing rhythms notated as rests. Fur-
thermore, Note input and layout are strictly separated by
different views. The visual output of LilyPond can be
completely controlled by manipulating the underlying text
files. Future experimental developments might combine
fluent transitions between text and GUIs.

Following the individual AttrakDiff2 trajectories for each
application (Figure 3), Capella has a similar value for stim-
ulation as Dorico, but overall it is considered more prag-
matic than stimulating, which is also true for the trajectory
of MuseScore. Finale and Sibelius are balanced over all
qualities with slight tendencies towards identity. Notice-
able differences from HQ S to HQ I is only seen in Lily-
Pond (a drop of 1.1 from 5.5 to 4.4) whereas the remaining
programs have differences of between 0.3 to 0.5. Identity
and its corresponding items, as described in the original
paper can be read in different ways [18]. On the one hand,
being perceived by relevant others could be achieved by the
software itself through direct communication or collabora-
tion. On the other hand, using it might identify oneself
as part of a community. Despite the relative low score,
LilyPond is usually used to make scores of higher visual
aesthetic quality, by having fine grained control over every
visual element. This could be understood as a perceived
need for creating shareable scores, contributing to identity.

For Liveness we found six metrics with significant dif-
ferences, which will may helpful to inform future quali-
tative research and to examine central design differences.
Especially Sibelius and MuseScore are considered to be
significantly less consistent than Capella. Secondary nota-
tion is the interaction with all graphical objects, which are
not the musical notation itself but are rather complement-
ing it, like annotations and coloring. LilyPond and Capella
both are rated very high for secondary notation compared
to MuseScore. It is however not clear why LilyPond per-
formed that good for secondary notation, since the pos-
sibilities of annotating the notation are restricted. How-
ever adding secondary notations like comments and for-
matting the text file is much more straight forward, which
might explain the good score. Most significant differences
in “abstraction management” are detected by comparison
to LilyPond, which shows that knowledge of automated
and aggregated actions are valued high for this product al-
though they might be hard to learn. “Virtuosity” is only
positively attributed for LilyPond, which is a hint of the
value of skillfulness using the program. Capella is signifi-
cantly different in “concentration and focus” compared to
Finale, MuseScore and Sibelius.

Considering the trajectories in Figure 4, we can see again
the strong overall performance of Capella. Here we would
like to examine some peculiarities in the trajectory of the
individual programs and where there are stronger devia-

tions than in others. MuseScore and Sibelius have a very
similar profile, while the trajectories of the other programs
are much more diverse. For the most of the cognitive di-
mensions items Sibelius and MuseScore have similar val-
ues and are generally underperforming in “consistency”,
“abstraction management” and “virtuosity” compared to
the other programs. LilyPond tends to have lower val-
ues with items, which can be explained from it being text-
based and the need to be compiled first, like having less
feedback and being more prone to errors.

4.3 Correlating the results

By correlating 107 individual results we hope to find im-
portant features to investigate closer in future research. We
gain a more general view on informative features by not
grouping the individual results by music notation editor.
As correlations that we consider important we decided so
set a threshold at |c| ≥ 0.5 (see Figure 5).

On first sight the negative correlations of “hard mental
operations” stand out, which is an artifact because low val-
ues are more preferable in this case. SUS and PQ have the
highest correlation, which supports our notion that these
metrics are connected to the same attributes.

The values of “transformation of time” and “loss of self-
consciousness” have mostly weak or no correlations. In
turn, we can see more pronounced correlations in action-
related metrics, rather than such describing mental states.
In general, the matrix represents the connections of our
measured and isolated features above by showing high
transitive correlations. PQ, “clear goals”, SUS and “direct
an immediate feedback” are the metrics with the most high
ranking values. These are measures of control and they
are highly correlated with other measures indicating con-
trol over the system. As argued by Csikszentmihalyi [19],
an application should support automated behavior, which
is based on habit and patterns, and always present its cur-
rent UI state and what inputs are possible. In a state of
flow one is absorbed in the task, and therefore has no re-
sources to reflect on the current action. The outcomes must
be based on ordered rules and non-contradictory actions to
establish an unbroken experience. Transferred to music
notation editors this means that notes and chords should be
presented and played directly when selected. Also chang-
ing input modalities after inserting a note might lead to
break of flow.

“Concentration and focus” represents an important pivot
feature, which subsumes correlations with many metrics
of flow (such as “clear goals” and “direct an immediate
feedback”) and cognitive dimensions alike. It is also cor-
related with usability metrics, but it is mostly associated
with pragmatic, rather than hedonistic qualities. This is
also true, e.g., for “role-expressiveness”, which expresses
whether the user can see how each component of a program
relates to the whole [26, 23]: The purpose and condition
of the musical structure should therefore be readily visi-
ble and the relationships should be easy to see. This can
be achieved by overview or analysis functions to make see
harmonic relationships (e.g. by proposing chord names)
or by having a good view over all instruments while mak-
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Figure 5. Correlation matrix of all individual results.

ing changes thus pointing to qualities of changing between
views of the same score and reduction of distracting and
irrelevant elements.

In Table 5 “Virtuosity” has mostly shown differences for
LilyPond, but in general it is mostly associated with “sec-
ondary notation” and “abstraction management”. “Virtu-
osity” is a widely used term in music and comparing it to
HQ S they both reflect skillfulness. When designing soft-
ware that helps to develop skills in certain fields, be it com-
position, musicology, editing or music practice, one might
need to identify more detailed or overlapping goals. This
is not necessarily bound to musical skills, but also to the
learnability of the system itself and knowing the tools and
possibilities to create a score with creative needs in mind.

In summary, we consider the following metrics as the
most informative for music score editors:

• SUS

• HQ S

• Consistency

• Secondary notation

• Abstraction management

• Virtuosity

• Concentration and Focus

• Role expressiveness

5. CONCLUSION & FUTURE WORK

In this paper we examined usability and user experience
of music notation editors with the help of an online sur-
vey with standardized questionnaires. Of course there are
limitations to such an approach (sampling bias, manipu-
lation, different target groups and long user history), but
this study provides a first starting point for a scientific ex-
amination of existing music notation editors. Almost all
examined music notation editors show weak results in us-
ability as measured by the SUS. The exception is Capella
that achieved a school grade of “A” and an adjective rating
of “Excellent” according to the rating scheme of Bangor et
al. [25].

User experience questionnaires, like AttrakDiff2 [18] and
the liveness questionnaire by Nash et al. [13], examine fur-
ther important aspects of working with music notation edi-
tors. While the pragmatic quality of the AttrakDiff2 was
highly correlated with SUS (as expected), the hedonis-
tic qualities stimulation (HQ S) and identity (HQ I) were
strongly differentiating factors between the programs. It
seems that non-standard interaction paradigms such as text
input can lead to higher values in both hedonistic quali-
ties. Comparing results for the AttrakDiff2 and liveness
metrics, MuseScore and Sibelius are very similar.

We correlated all individual results. Metrics with impli-
cations for action and control correlated relatively strongly
with each other as opposed to metrics that fit better in cre-
ative contexts.

Our study of usability and user experience of music nota-
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tion editors, can help to create experimental music notation
programs. Mixtures of different interaction paradigms, like
those used in Dorico and LilyPond, could be developed.
Future music notation editors could even be adapted by
gradually moving from one paradigm to the other. We also
expect interesting insights from cognitive and eye-tracking
studies. This could be beneficial to assess specific interac-
tion patterns, also in comparison to non-digital music writ-
ing [16].
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mental representation that musicians who practice 
improvisation may have, relative to musicians who 
primarily perform through-composed music.  

2. STUDIES IN MUSICAL CREATIVITY

Studies in music cognition that compare musicians with 
different levels of improvisation training have focused on 
western classical and jazz improvisation genres, mainly 
due to its relative ease of access to researchers who are 
conducting neural and cognitive studies of improvisation 
in lab-based, relatively experimentally controlled 
environments. In one representative previous study, 38 
young adult participants with varying degrees of musical 
improvisation training completed a novel improvisation 
continuation task and underwent Magnetic Resonance 
Imaging (MRI) scans to relate the creativity of musical 
improvisations to brain structure [1]. In the improvisation 
continuation task, participants were tested in a lab-based 
environment with a computer and a MIDI keyboard. The 
computer presented pre-recorded short musical motifs, 
and then participants were asked to continue the short 
motifs on the keyboard and then improvise and extend to 
the motifs (instructions were to “riff off of” the motifs). 
Recorded performances were then rated by expert jazz 
instructors for creativity. Voxel-based morphometric 
analyses on T1 data showed that creativity ratings were 
negatively associated with gray matter volume in the 
right inferior temporal gyrus and bilateral hippocampus. 
Furthermore the duration of improvisation training, 
which was significantly correlated with creativity ratings, 
was negatively associated with gray matter volume in the 
rolandic operculum. Although experience with a 
keyboard was positively correlated with creativity 
ratings, this study notably introduced an improvisation 
task that could be performed even by participants with no 
specific musical training. The observation of brain 
structures that correlate with improvisation experience 
informs us that the capacity for creativity may be 
measurable at the level of the brain, and relatable to 
improvisatory behavior. On the other hand, these 
anatomical measures are relatively stable over time, 
changeable only over long periods of practice throughout 
the lifespan [2]–[4]. More time-sensitive measures of 
brain activity are needed to observe moment-by-moment 
fluctuations in the perception and production of creative 
output. In that regard, another previous study compared 
the electrical brain potentials (using the 
electroencephalogram, or EEG) of classical and jazz-
trained musicians as they listened to Western chord 
progressions that were either highly expected (I-IV-V-I), 

ABSTRACT 

This paper introduces a newly designed sequencer of 
music in the Bohlen-Pierce (BP) scale to assess creative 
perception and cognition. We begin with a brief overview 
of scientific studies on musical creativity, leading up to a 
gap in the field that is unaddressed by traditional studies 
that compare different forms of musical training and 
instrument-dependent output for understanding creativity. 
We then introduce the novel BP sequencer, an 
experimental interface that affords generating and rating 
the creativity of novel musical sequences that are uniquely 
composed in the Bohlen-Pierce scale. We then report three 
preliminary experiments in which we quantify the number 
of sequences generated by each individual and isolate the 
musical-informatic features that were rated as more 
creative. Participants showed a wide range of creativity in 
generating novel sequences. Sequences that were rated as 
more creative were generally longer, had more unique 
pitches, and had more different interval sizes. 
Furthermore, a preliminary electrophysiological (EEG) 
study quantifies three distinct candidate biomarkers for the 
perception of musical creativity. This novel sequencer of 
Bohlen-Pierce scale music can provide a useful tool for 
assessing creative perception and cognition. The code for 
this tool is freely available, along with video tutorials and 
documentation. 

1. INTRODUCTION

Techniques for the notation, representation, and 
visualization of music and sound are inextricably linked to 
the human understanding of musical structure within their 
broad contexts. These understandings include the 
cognitive representations that the human mind develops in 
response to continuous exposure to perceptual input with 
its statistical regularities in one’s environment, that give 
rise to understanding of musical structure and creative 
interpretations of said structure in the form of musical 
outputs. Musical outputs that feature improvisation may, 
because of their inherently quick-changing nature, require 
different forms of notation from musical output that are 
through-composed; this is related to the different forms of 
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slightly unexpected (I-N6-V-I), or highly unexpected (I-
IV-V-N6) [5]. This study found that while jazz-trained 
musicians, with their well-learned improvisation 
strategies, were more sensitive to slight harmonic 
expectancy violations early on in the perceptual pathway 
(around 100-200 milliseconds after the onset of the 
unexpected chord), they quickly integrated the 
unexpected chords into the ongoing musical contexts 
such that there was less error-related brain activity, as 
evidenced by a return to baseline in brain potentials by 
around 800 milliseconds after the unexpected chord 
onset. In contrast, classical musicians were less sensitive 
to unexpected chords at 100-200 ms, but showed a 
persistent significant brain potential difference at 800 ms 
after the onset of the highly unexpected chord. These 
results suggest that expectations and contextual 
information are crucial in the mental representation of 
musical structure, and that different types of training and 
enculturation within a musical genre can completely alter 
the temporal cascade of neural events that give rise to the 
perception of musical structure. 
Using similar techniques of electrical brain potentials 
coupled with behavioral testing, other studies have shown 
that differences in mental representation between classical 
and jazz musicians are localized to the brain mechanisms 
that generate motor patterns that subserve commonly 
expected and unexpected chord progressions [6], and are 
influenced by the cognitive representation of functional 
categorization on the basis of musical structure as well as 
on the basis of motoric representations of musical chords 
and chord progressions [7]. Taken together, this line of 
research in the neuroscience of music suggests that 
creativity, as operationally defined by training in 
improvisation through jazz musical training, involves 
time-sensitive categorization and reconstruction of 
functional categories of musical sounds as filtered by the 
musician’s training and experiences. In that sense, 
studying the effects of training in improvisation is useful 
for creativity researchers, as improvisation is a form of 
real-time creativity that can be quantitatively studied [8]. 
 

3. CHALLENGES AND MOTIVATIONS BEHIND 
PRESENT RESEARCH 

Although there is much to be learned from these studies, 
many open questions remain about the nature of creativity 
that are yet unaccounted for by this line of work. One 
major limitation lies in the operational definition of 
creativity as that which is encouraged by jazz training. 
While common-practice jazz pedagogy often does rely 
upon improvisation as a core part of the curriculum, this 
form of training is only available to a select few, and only 
represents a small part of the broad and diverse musical 
experiences found around the world. If our goal is to 
understand creativity through real-time generative musical 
processes that can reveal some information about our 
mental representations of musical structures, then studying 
jazz improvisation only represents a very narrow part of 
the many possible mental representations. 

A more scalable and broadly applicable approach may be 
to design user-friendly interfaces for musical creativity 
that rely on minimal training, and can quickly become 
conducive to studies in the perception and cognition of 
musical structures as they are being created in real time. 
To maximize accessibility for use in music cognition 
studies, and to lower the barrier of entry for individuals 
with no specific musical training, we make use of novel 
tuning systems that are different from the world’s 
commonly used musical systems. Specifically, we use the 
Bohlen-Pierce (BP) scale, a thirteen-tone macrotonal scale 
that differs from the world’s scale structures: while the 
majority of musical scales around the world rely on octave 
equivalence [9], with octave being a 2:1 ratio in frequency, 
the BP scale makes use of the tritave, which is a 3:1 ratio 
in frequency [10]. Previous innovations in musical 
notation (presented at TENOR) have considered 
expansions for non-standard musical systems such as BP, 
such as by introducing dynamic notation [11]. In the same 
spirit, here we aim to create a training-independent 
common ground that affords studies in music perception 
and cognition, specifically neurocognitive studies of 
musical creativity, that are relatively independent of 
musical culture and genre-specific training.  
Here we introduce the BP sequencer, a platform-
independent tool to assess musical creativity. We describe 
core features of the user interface and the types of data 
collection that it affords as a research tool. We also 
describe variations on the core interface that allow for 
separate studies in the perception and cognition of 
creativity in this nontraditional musical system. Finally, 
we describe a preliminary EEG study that captures several 
candidates for the neural correlates of creativity as 
operationalized by listeners’ ratings of creativity from 
musical data obtained using the BP sequencer. 

4. THE BP SEQUENCER 

The Interface: Inspired by Max/MSP’s live.step object 
and interface, we have created a user interface that 
iteratively and interactively generates loops, or musical 
sequences in the Bohlen-Pierce scale, that is intuitive to 
use with no background in music theory and no previous 
training, while also being a logical extension of the 
Improvisation Continuation Task reviewed above for 
quantifying creativity in musical improvisation [1]. The 
interface automatically generates tone sequences with 
fundamental frequencies ranging from 440 Hz to 1320 Hz 
in 13 possible steps as determined by the Bohlen-Pierce 
scale [10]. The interface generated tone sequences with a 
fixed inter-onset interval of 148 ms. Each sequence could 
be of variable length as determined by the participant. The 
structure of the sequence (i.e. the specific sequence of 
pitches in each loop) is repeated continuously, and can be 
set by the participant in real time using a visual interface 
as shown in Figure 1. 
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Figure 1. BP sequencer. A: Experiment interface for 
Sequence Generation Task. B: Sequences can be 

concatenated across participants to compute histograms 
(C) from which interval entropy will be computed.

5. EXPERIMENT 1: SEQUENCE PRODUCTION
TASK: GENERATING CREATIVE OUTPUT

In a first experiment using this interface, young adult 
participants from Northeastern University (n = 11) 
participated in return for course credit. The participant’s 
task is to generate as many creative sequences as possible 
within five minutes, where a creative sequence is defined 
as both original and appropriate [12]. Unlike the tasks 
typically used to measure creativity in music (e.g. 
improvisation at the keyboard), this sequence generation 
task is easy and intuitive to individuals across cultures 
without specialized training. Each participant’s generated 
sequences are saved in a text file, with each sequence 
represented as a string of integers from 0 to 12 
corresponding to the 13 possible steps in the Bohlen-Pierce 
scale. Sequence files can then be concatenated across all 
participants to form a larger database of creative outputs 
(Figure 1B). 

These data can be used to extract the following measures 
from each participant’s sequence file for between-subjects 
analyses: fluency as the number of unique sequences 
generated by each participant, entropy of interval sizes 
generated by each participant as a measure of originality, 
and information content of pitch classes as a measure of 
surprise (computed from histogram of interval sizes, 
Figure 1C). Fluency and originality have been previously 
shown by our lab and others to be related to the neural 
markers of creativity [13], whereas entropy and 
information content are known markers of uncertainty and 
surprise that have been linked to prediction and reward in 
fMRI and electrophysiological studies [14]–[16]. 

We expect that participants who generate higher fluency, 
entropy, and information content will also score higher on 
fluency and entropy on other non-musical creativity tasks 
in the lab, such as the Alternative Uses Task [17], 
supporting the hypothesis that participants who are more 
creative will generate sequences with higher interval 
entropy and information content. 

6. EXPERIMENT 2: SEQUENCE RATINGS TASK:
PERCEPTION OF CREATIVITY 

Sequence Rating Task: In a second experiment, another 
group of young adult participants (n = 10) rated the 
sequences generated by the first group for creativity. Using 
a visual slider, participants are asked to rate each sequence 
for creativity, originality, and appropriateness. Participants 
are allowed to rate as many sequences as they can within 
five minutes.  
Creativity ratings for each sequence were significantly 
correlated with the number of unique pitches used in the 
sequences (r = 0.31, Figure 2A). Among sequences that 
used all possible pitches, sequences with large intervals 
and more entropy and information content resulted in a 
higher creativity rating than sequences with smaller 
intervals and low information content. For example, 
Figure 2B and 2C shows two sequences that were 
generated by participants from Experiment 1. Both 
sequences used the maximal number of unique pitches (13 
in the BP scale). However, the sequence in Figure 2B has 
larger intervals and a higher entropy of interval sizes, and 
is rated higher by listeners in Experiment 2. This is 
consistent with prior research on jazz improvisation [1], 
[13], [18], in which participants improvised on given 
sequences on a piano keyboard, and the improvised 
sequences were subsequently rated by jazz instructors. 

Figure 2. A-C. Preliminary results from Sequence 
Generation Task. 

7. EXPERIMENT 3: EEG SIGNATURES OF
CREATIVITY FROM BP SEQUENCER DATA

Experiment 3 aims to relate the perception of sequences 
generated from the BP sequencer to neural markers of 
creativity in EEG. Participants were young adults recruited 
from Northeastern University (n = 6). Each participant 
listened to each sequence generated from Experiment 1, 
and rated it for creativity (originality and appropriateness) 
using the same interface as the Sequence Ratings Task in 
Experiment 2, with EEG triggers (event time tags) 
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generated by Max/MSP and recorded with the BrainVision 
system. EEG was recorded with a 64-channel BrainVision 
actiCHamp system with PyCorder software in a sound-
attenuated and electrically-shielded chamber. EEG data 
was sampled at 1000 Hz and filtered using .5 Hz high pass 
filter and 60 Hz notch filter for electrical noise. EEG was 
re-referenced to electrode channels TP9 and TP10, which 
are relatively stable and commonly used for auditory EEG 
studies, and corrected for ocular artifacts using 
Independent Components Analysis (ICA) consistent with 
most auditory EEG data acquisition protocols [19]. 
Preprocessing and analyses were done in Matlab with 
EEGLAB toolbox [19].  

Figure 3. Preliminary results from EEG study in A. 
Frequency-domain, B. Steady-state evoked potential, and 
C. Event-Related Potential (time-domain) analyses.

Frequency-based: To assess neural entrainment, power
spectral densities (PSDs) were computed over the full 
length of each EEG channel using Welch’s procedure 
(pwelch in MATLAB) with a 1600 sample window and a 
8000 sample overlap. Lower alpha power and higher SSEP 
at the first harmonic were observed during sequences that 
received the highest creativity ratings (tertile split) (Figure 
3A), suggesting less boredom and higher entrainment to 
the stimulus. 

Steady-state evoked potential (SS-EP): As the 
frequency-tagging technique has previously been used to 
assess neuronal entrainment to beat and meter [20], we 
isolated EEG activity in the form of steady state evoked 
potentials (SS-EPs) specifically at the note rate, which is 
set at 148 ms per note (6.76 Hz) for our perception task. 
Starting from the frequency-based results from above, the 
broad-band frequency activity was removed by 
subtracting, at each bin of the frequency spectra, the 
average amplitude measured at neighboring frequency 
bins (two frequency bins ranging from −0.15 to −0.09 Hz 
and from +0.09 to +0.15 Hz relative to each frequency 
bin). A prominent SSEP was observed at the note rate of 
6.76 Hz (corresponding to the inter-onset interval of 148 
ms) and its harmonic of 13.5 Hz (Figure 3B), confirming 
that our task elicits robust neural entrainment to the beat 
frequency.  

Event-Related Potential (ERP): In addition to 
assessing frequency-based EEG markers of creativity, we 
computed Event-Related Potentials (ERPs, or electrical 
fluctuations that are uniquely related to the event of 
interest [21]) to tones in sequences that were rated as 

highly creative against sequences that were rated as 
medium in creativity. Figure 3C shows ERPs of the 
highest-rated tertile of trials (red) against the medium-
rated tertile (black). A persistent difference in ERP was 
observed between high, medium, and low ratings, from 
less than 10 ms after tone onset throughout the duration of 
the time window being analyzed (Figure 3A). Sequences 
that were rated low in creativity showed the most negative 
waveforms, whereas sequences that were rated high in 
creativity showed the least negative waveforms. Negative 
waveforms during auditory processing, also known as the 
processing negativity [22], have been identified as the 
mismatch negativity (MMN), a negative waveform 
observed in response to unexpected or unpredicted tones 
given a context [23]–[25]. Results are consistent with the 
link between unexpectedness and creativity: while highly 
predictable sound sequences may be perceived as 
uninspiring, and highly unpredictable sound sequences 
may be perceived as negative prediction error (in the sense 
that the participant’s mind is unable to form a predictive 
model of how the sequence would go), it is the slightly 
unexpected sequences that elicit positive prediction errors, 
and are linked to higher creativity ratings. These neural 
markers can thus be coupled with behavioral testing and 
music technology to enable a better understanding of 
musical creativity. 

8. CONCLUSIONS

We designed a unique user interface for collecting data on 
musical creativity, using the non-standard tuning system 
of the Bohlen-Pierce scale. In three experiments, we begin 
to address questions related to musical creativity as it 
relates to originality and appropriateness, and we relate the 
perception of musical creativity to brain-based measures 
as characterized by EEG. The BP scale is not a commonly 
used musical system in any culture; thus a sequencer that 
is built on the BP scale is equally accessible to those with 
varying levels of experience in different musical systems 
around the world, rendering it similarly useful for someone 
from the Western musical tradition and from other 
traditions, such as Chinese pentatonic or Indonesian 
heptatonic musical traditions. Furthermore, since 
Max/MSP is a platform-independent programming 
language with free runtime versions, a Max/MSP-based 
user interface that is quick to learn can be scalable in the 
future for massive online studies. The current studies, 
though using only small sample sizes, are a step towards 
this goal. Taken together, we believe that the BP sequencer 
is a platform-independent, relatively training-independent 
tool that lowers the barrier-to-entry in neural and cognitive 
assessments for musical creativity. The code for these 
tasks are freely available at https://github.com/mind-lab-
bos/BPsequencer, along with written instructions and 
video tutorials. 
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ABSTRACT

In the community of Digital Musical Instruments (DMIs),
documentation surrounding iterative interactions and the
creation of mappings is largely absent from DMI projects
beyond the recording of a performance or subsequent eval-
uation with a performer. This is because the performance
or interactive experience with the instrument is often viewed
as the end point for a DMI project, and the description
of a mapping or open-sourcing of software considered the
‘score’. This paper outlines the creation of a visual no-
tation based on unique interactions with the AirSticks, a
gestural musical instrument. These notations expand on
the concept of descriptive notation, creating a form of ret-
rospective score and record-keeping for instrument design-
ers. By capturing the intimate experiences and musical col-
laborations that contribute to the iterative design of the in-
strument, it is concluded the notation system provides an
avenue for critical analysis that will aid the further devel-
opment of DMIs.

1. BACKGROUND

1.1 Documentation for Digital Musical Instruments

The need for longevity in Digital Musical Instruments (DMIs)
has been highlighted in the instrument design community
by the likes of Calegario et al. as an important and often
overlooked factor in the design process [1].

There is a shared feeling in DMI communities that the
large number of new interfaces presented each year will
only result in a few instances of generalised, replicable in-
struments [2], with the rest falling into the category of what
Calegario et al. refer to as “...once-interesting but now-
unplayable interfaces...” [1]. Replication thus serves as
an important design consideration to validate conclusions
drawn across the community and to ensure instruments are
played by different people over time.

Increased use of documentation [1] and published con-
struction and design processes [3] are often cited as exam-
ples of processes that might aid in the longevity of instru-
ments. However, these processes of documentation con-
tinue to be rarely used by instrument designers, and when

Copyright: © 2022 Ciaran Frame. This is an open-access article distributed under
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mits unrestricted use, distribution, and reproduction in any medium, provided the

original author and source are credited.

present, usually take the form of code repositories or raw
recordings of a performance [1], both of which are often
seen as the end-point of the instrument design process.

Notation presents itself as one overlooked opportunity
that might be used to document interactions with Digital
Musical Instruments in new ways.

1.2 The AirSticks Community

The AirSticks (seen in Figure 1) are one example of a DMI,
with a community of programmers, hardware and software
designers, composers, performers and improvisers work-
ing around it. They are a custom-designed DMI for gestu-
ral music making, combining Bluetooth Low-Energy tech-
nologies to give low-latency wireless control over MIDI or
OSC, reconnecting movement, sound and visuals with the
transparency and expressiveness of acoustic instruments.

The AirSticks community has created a wide variety of
musical pieces, interactions and experiences for a diverse
array of players. In particular, we are interested in interro-
gating the iterative and collaborative nature of our design,
which draws deeply from practice-based research methods.

Figure 1. The AirStick, a Digital Musical Instrument.

In the context of an instrument used by many musicians
in different ways, a key challenge for us has been captur-
ing and notating these diverse experiences beyond the stan-
dardised documentation outlined in Section 1.1.

We first draw on past work to investigate what notation
might look like in this context.

2. RELATED WORK

2.1 Prescriptive notation

In his book Sonic Writing, Thor Magnusson describes a di-
chotomy of musical scores – “descriptive” and “prescrip-
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tive” [4]. Prescriptive scores are those which provide in-
structions on what to ‘do’, prescribing actions that may not
necessarily reflect the sonic result.

Electronic music has a rich history of prescriptive nota-
tion ranging from sets of text instructions (such as Steve
Reich’s Pendulum Music [5]) to code scores [6] to prescrib-
ing parameters like dynamics and reverb [7].

In the field of DMIs, prescriptive notation has typically
been used to specify how a performer should move to cre-
ate sound, such as describing interactions with a touch in-
terface [8] or motion controller [9].

Whilst we can draw from vocabularies of prescriptive DMI
notation, we seek a notation that describes, not prescribes
– that is, instead of creating notation for a participant, we
aim to create notation describing the movements and sound
produced while using the AirSticks.

2.2 Descriptive notation

Descriptive notation represents the sonic outcome of a work,
typically used for analysis or discussion purposes.

This category of notation has been explored widely in
electronic music, whether it be for archiving the creative
process and knowledge captured in composing electronic
and electro-acoustic works [10] or adding extra detail around
a electro-acoustic score [11].

Section 1.1 discussed the lack of documentation in the
field of DMIs, and this conclusion can be extended to the
lack of descriptive notation. Of course, documentation can
be said to be a form of descriptive notation, with examples
like documenting creative developments [12] or publishing
a clear design processes [3].

Notations that capture the design process and develop-
ment of a DMI are descriptive in the sense that they pro-
vide insight for analysis and discussion around the musical
works for and interactions with the instruments, but are not
linked to the outcomes of interactions with DMIs – what
Small would describe as the process of ‘musicking’ [13].

This has meant that the question of ‘what happened’ in
interactions with Digital Musical Instruments has been left
largely unanswered by notation, instead taking the form of
video or audio recordings.

2.3 Describing experience?

Can we expand the notion of the descriptive score, notat-
ing what is heard, to a broader definition of notating what
happens?

Magnusson has aptly described Digital Musical Instru-
ments as “epistemic tools” [14] – experience-driven tech-
nology that generates its own ways of understanding and
communicating musical knowledge. This is at odds with
notation and documentation centering around creative de-
velopments and processes, which capture the design expe-
rience, but often not the playing experience.

In the same way a descriptive electro-acoustic score (such
as Luening and Ussachevsky’s Incantation [15] shown in
Figure 2) might be used for analysis and discussion, so
too might a descriptive score that captures movement and
sound in tandem be used to unpack interactions with a ges-
tural musical instrument like the AirSticks.

Figure 2. Score from Incantation (1953) [15] in [16].

Notation offers us the opportunity to capture and share
specific musical work created for individuals in a way that
embodies the original interaction, encompassing not just
sound generation and basic documentation of a performance,
but unique features of a player’s movements.

The aim, therefore, is not to produce archival notation
that can be used to replicate the experience, though this
may be an unintended consequence of the system. Instead,
we aim to archive a diverse range of experiences that play-
ers have with the AirSticks, conveying ‘what happened’ in
a descriptive notation that offers rich archival content that
might be used by others.

There is a lack of approachable and generalised descrip-
tive notation for Digital Musical Instruments, which may
be preventing instrument designers from taking full advan-
tage of the potentials of documentation. This project pro-
poses one possible system of documentation by creating a
notation system that visualises interactions with a gestural
instrument, the AirSticks.

3. THE NOTATION SYSTEM

3.1 Overview

We propose a visualisation system that captures experi-
ences with a gestural DMI, representing movement and
sound through a reconstruction of the player’s experience.

The term ‘experience’ is used here as the visualisation
does not have to be documenting the act of performance.
For instance, the system could be use to capture a player’s
first time playing the instrument, a new mapping or re-
hearsal.

The process of creating the visualisations leads to the pro-
duction of a video, with the end result being a video visu-
alisation of a chosen moment of interaction.

Section 3.2 discusses the variables needed to create the
final visualisation, used in the process outlined in 3.3. A
case study in Section 3.4 illustrates how this works in prac-
tice.

3.2 Capturing AirStick experiences

In order to capture an interaction with the AirSticks, we
draw on multiple datapoints to form a snapshot of any given
experience. A visualisation of an interaction with the Air-
Sticks can be generated when all of these datapoints are
present:
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• Gesture recording – A recording of the IMU (iner-
tial measurement unit) that includes acceleration and
orientation information. The AirSticks receiver soft-
ware has the ability to record sensor data received
from the instrument (seen in Figure 3). This gestural
data is saved to a .json file, which can be replayed
or visualised within the software as if the player was
playing in real time.

• Audio recording – Audio recording of the sound
generated from the AirStick interaction.

• Video recording – Video recording of the AirStick
interaction.

Figure 3. Gesture recording inside the AirSticks receiver
software.

These datapoints all inform the creation of a visualisation
system, outlined below.

3.3 Technical process

Central to the visualisation is how movement is mapped
to video. In order to form a spatiotemporal representation,
the motion of the AirStick is displayed much like a rhyth-
mic gymnastics ribbon – that is, there is a clear sense of
movement and change over time, visualising a window of
time instead of a discrete coordinate, shown in Figure 4.

Figure 4. Comparing visualisations of coordinates over
time.

This effect is achieved through the Adobe After Effects
particle system CC Particle Systems II, which generates
particles at defined X and Y coordinates over time, pro-
viding a ‘trail’ of movement data in disembodied graphic
form.

A gesture recording from the .json file is tracked in
the AirSticks receiver software, producing a set of of two-
dimensional coordinates over time. These coordinates are
then assigned to the particle generator in After Effects, and

synchronised audio so they may be used in tandem for the
visualisation.

To create unique visualisations for different contexts, vari-
ables within the particle system are altered based on vari-
ables extracted from data collected during interactions with
the AirSticks, outlined in Table 1.

Particle variable Interaction variable
Shape Brighter sound from au-

dio recording equates to
a sharper, line-like parti-
cle; duller sound equates
to softer, spherical parti-
cle (calculated using Spec-
tral Centroid using the Li-
brosa python package 1 )

Size Noisier sound from audio
recording equates to larger
particle; cleaner sound
equates to smaller particle
(calculated using Zero
Crossings using the Librosa
python package)

Colour Feature colour extracted
from video of the interaction
using colour picker

Velocity Average amount of ‘energy’
in the AirSticks (average ac-
celeration over 50 sensor cy-
cles)

Table 1. Particle system variables controlled by interac-
tions.

Once the particle system variables have been entered into
CC Particle Systems II, the generator produces particles at
the AirStick coordinates over time. The visualisation is
then exported alongside the audio that was capture along-
side the AirStick movements, creating a holistic spatiotem-
poral representation of the movement and mapping. This
process is outlined in Figure 5.

The technical process and assignment of standard vari-
ables means that a visual vocabulary of interactions is formed,
with the end result being a series of visually distinct nota-
tions that summarise the interactions with the AirSticks, as
seen in Figure 7.

3.4 Case study

To illustrate how the system has been used in practice, it is
useful to focus on a particular AirSticks mapping.

Andrew is a member of a physical theatre group that the
AirSticks team produced individual mappings for as part
of a theatre production in June 2021.

The interaction designed for Andrew evoked the metaphor
of a ‘drumming goldfish’ – a high-energy drumming map-
ping that triggered rhythmic sequences of heavy rock drum-
ming mapped to the change in acceleration of the AirStick.

1 https://librosa.org/doc/latest/index.html
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Figure 5. The process of visualisation.

Andrew’s final performance was chosen for visualisation
as we had audio, video and gesture recordings of the in-
teraction. Combining the recordings, the particle was set
to a purple colour extracted from the lighting state in the
video, with the bright sound of the cymbals (and thus a
higher Spectral Centroid) leading to a sharp line for the
particle shape. The extreme range of Andrew’s movements
meant the velocity of the particle system was high (creat-
ing a spraying effect), and the noisier timbre of the drums
(and thus more Zero Crossings) meant a large particle size,
all shown in Figure 6.

The final visualisation was a high-energy video that showed

Figure 6. Screenshot from visualisation of Andrew’s map-
ping.

a strong causal link between larger movements with the
AirStick and the drumming. It also illustrated Andrew’s
dynamic range of movement, with large splashes of parti-
cles occurring on dramatic waves of the arm.

This visualisation was then displayed alongside snippets
of additional information such as photos from rehearsal,
video from the theatre performance, and quotes from An-
drew himself, drawing on a rich catalogue of documenta-
tion (screenshot seen in Figure 8). This complete set of
documentation was used to display ten different interac-
tions by ten performers in the physical theatre group, cre-
ating a catalogue of interactions that could be compared
and analysed further.

The notation of Andrew’s experience is an example of
how the visualisation system presents a fuller picture of
‘what happened’ in a series of interactions that involved
many players in a theatre group with many different map-
pings, movements and sound worlds.

4. DISCUSSION

4.1 Utility of new systems

Why is a retrospective notation that visualises interactions
with DMIs useful?

By creating a system of documentation and notation that
captures interactions with the AirSticks, we are building a
body of knowledge that reveals different aspects of ‘what
happened’ when a diverse range of people used the instru-
ment. This is particularly relevant in the context of discus-
sions in Section 1.1, which note the lack of clear documen-
tation that might hinder longevity of DMIs.

High-resolution capture and creative visualisation of of
gestural data adds integrity to the design and contribution
of the AirSticks, separate from code snippets or recordings
of performances. In line with advances in data visualisa-
tion and the growing relevance of creative representations
of data [17], the system offers a unique archival perspec-
tive on a new technology.

These visualisations cannot and should not be used to
replicate the interactions themselves – they do not pre-
scribe to a prospective player how they should play the Air-
Sticks, and nor do they offer instruction as to how future
interactions should occur.

Instead, using visualisation to diversify the prevalence
of richer documentation means that more instrument de-
signers and players might learn from or expand upon an
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Figure 7. Screenshots from visualisations of a range of interactions with the AirSticks.

Figure 8. Screenshot of additional documentation shown alongside Andrew’s visualisation.

archival system that provides insight into how players in-
teract with new instruments. Expanding the concept of de-
scriptive notation to encompass experiences with a gestu-
ral DMI is a logical next step that fills a gap in the iterative
process of instrument design, providing an avenue for crit-
ical analysis that will aid the further development of DMIs.

4.2 Future work

This paper presents a possible system of documentation by
creating a notation system that visualises interactions with
a specific gestural instrument.

The natural next step for a system such as this one is to
expand its use to other DMIs. The ability to test the nota-
tion on other DMIs, and collect evidence as to how it con-
tributes to the longevity of DMIs would be an invaluable
addition to the instrument design community.

One barrier to this extension would be data integrity and
compatibility problems that DMIs are often faced with –
for instance there is no gestural data ‘standard’ that can be
exported from each DMI, and nor do they necessarily inter-
pret or map gestural data the same way [1]. Additionally,
not all DMIs are gesture-based, and the need for alternative
data that can be captured with other DMIs may arise.

Another natural step for the notation system would be to
target development in the area of interactivity so that the
documentation could communicate the knowledge embed-
ded within the playing of these ‘epistemic tools’ [14]. This
might involve a more interactive system of documentation,
perhaps allowing the viewer to play the mapping whilst
also watching what happened when someone else played.
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of performers which will all have their own personal inter-
pretation of the score.

In the case of intermedia scores, it is common for com-
puters and their strict internal clocks to be at the core of the
performance: interactive, intermedia artworks can range
from pieces that do not incorporate any human element dur-
ing the performance to intricate collaborations between hu-
mans and machines. The goal of this research is to devise a
notation to encode distributed semantics inside ossia score,
which will allow performance to occur from a single doc-
ument shared over the network, and provide an implemen-
tation of the distributed performance of said notation.

Distributed works in media art have existed for a long
time: laptop orchestras [14] are a famous instance of musi-
cal ensembles revolving around a group of human perform-
ers being conducted and themselves using their laptops as
musical instruments. Said laptops can optionally be syn-
chronized, for instance to keep a shared musical beat across
the piece. The question of conducting in the face of com-
puter networks is discussed by Smallwood in [13]:

Thus, possibilities for coordination, message-
passing, group control, quantization, tempo,
dynamics and so on are on the table for all
composers working with PLOrk. Should these
tasks be given to a conductor? Should the con-
ductor be human, or should it be a program op-
erating over the network? Or should there be
both kinds of conductor?

Scoring systems for laptop orchestra pieces are as far as
the author could find, bespoke and generally customized
for each individual piece. Other systems that embody dis-
tributed composition and performance often focus on dis-
tributing scores that are closer to traditional western sheet
music, such as Quintet.Net introduced by Hajdu in [8] and
based on Max/MSP. Likewise, Indra [1] is another Max-
based system for networked live performance with real-
time compositional aspects. Other systems focus more on
graphical or alternative notations: Decibel ScorePlayer [9]
“allows for network-synchronised scrolling of proportional
colour music scores on multiple iPads”. More recently,
Drawsocket [7] by Gottfried and Hajdu focused on live
generation of graphical scores in the web browser from
Max/MSP patches and a NodeJS communication layer, with
the main aim being conduction of human performers through
the distribution of the visual notation over multiple net-
worked displays.

In the present paper, we will argue for a basic set of vi-
sual primitives for writing such scores in the hope of foster-
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ABSTRACT

Interactive, intermedia scores are scoring systems which 
enable composers to specify temporal evolutions and vari-
ations of such multimedia systems. We introduce a visual 
notation for distribution of the interpretation and execution 
of such scores over a computer network: both the temporal 
organization of the score and the multimedia data can be 
distributed through a set of scoring primitives.

For instance, we will show how one can write and exe-
cute a score which specifies: part A plays on a first group 
of computers, followed by part B on a second group of 
computers, while a parallel part C containing a synchro-
nized video effect is being played on a separate machine 
with dedicated video hardware. Based on the pre-existing 
scoring environment ossia score, we cover how the exten-
sions interact with the existing score execution algorithm, 
and present a set of small distributed scores which enables 
varied behaviours to be defined by the composer from our 
proposed set of nine temporal and three dataflow primitives 
for score distribution.

1. INTRODUCTION

Interactive scores are scoring systems which encode inter-
activity and the set of variations that can take place during 
the performance of said scores. Intermedia scores are scor-
ing systems which encode not only the actions of musical 
instruments, but also of video systems, OSC controls, etc. 
ossia score [3, 4] is both an interactive, intermedia scor-
ing language, and the software implementation of said lan-
guage as an open-source score editor and interpreter.

The present research covers multiple ongoing parallel tracks 
for the distribution of interactive, intermedia scores, which 
converged in an implementation in ossia score. Simply put, 
we are interested in all the possible ways in which one can 
“distribute” an interactive, intermedia score over a com-
puter network, and in how visual scoring languages can be 
defined to enable composers to write such a score, with a 
unique visual representation conveying the distribution se-
mantics desired by the composer.

A fundamental example of distribution is the classical or-
chestra: orchestral scores can specify staves for violins, 
flutes…which are then distributed to an arbitrary number
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ing collaboration and a common understanding of the ways
performers, be they human or machine, can be synchro-
nized (or not) in such artworks. First, semantics for dis-
tribution of both temporal interactions and specifications
will be presented, then we will introduce a core primitive
for symbolizing the various ways exchange and sharing of
multimedia data can be done in a distributed score. Exten-
sions to ossia score’s visual language to encode these dis-
tribution semantics into the scoring language will be pre-
sented, and various examples of usage will be discussed.
The implementation is entirely self-contained in ossia score.
Due to its current use of WebSockets for communication, it
works transparently across both desktop apps and the beta
version of the WebAssembly port of the software.

2. AN OSSIA SCORE PRIMER

Direction of the flow of time

Trigger 

State

Condition

Time Sync

Temporal interval

A

B

C

D

E

F

H

G

I

Temporal jump

Figure 1: Syntactic elements of ossia score’s visual lan-
guage.

Dubbed “interactive sequencer for the intermedia arts”,
ossia score is a system which combines both non-linear
time-lines and the data-flow paradigm to allow artists to
create interactive multimedia artworks, musical pieces, mu-
seum installations, etc. It supports audio and video play-
back and effects, as well as communication and control
over protocols such as OSC, OSCQuery, WebSockets, Art-
Net or even raw serial port communication.

The visual language is showcased in fig. 1. Here is a
short description of the syntax elements and their seman-
tics: time intervals are represented with horizontal lines
proportional to their durations. A full horizontal line means
that the time must not be interrupted, while a dashed hori-
zontal line means that the time of the interval can be inter-
rupted to continue to the next part of the score according to
an external event. The time during which such interruption
can occur can be bounded by the user: these bounds are vis-
ible as the small black parentheses around the dashes. Start
and end points of a group of intervals can be synchronized.
On these synchronizations points, an optional trigger can
be used to specify that the synchronization is dependent on
an external event, such as an OSC message. Conditions al-
low to selectively disable parts of the score depending on
the value of an external control at the moment execution

reaches that point: an OSC parameter, a MIDI CC…
In fig. 1, execution occurs as follows: the interval A runs

for a fixed duration. When it ends, a condition is evalu-
ated: if it is false, the branch which contains B will not
run. Else, after some time, the flow of time in B reaches a
flexible area centred on an interaction point, also called a
trigger. If an interaction happens, B stops and D starts. If
there is none, D starts when the max bound of B is reached
by the flow of time in B. Just like after A, an instantaneous
condition will make G execute or not execute. In all cases,
C started executing afterA. C expects an interaction, with-
out time-outs. If the interaction happens, the two instanta-
neous conditions which follow C are evaluated: the truth
value of each will decide of the execution of E and F . Fi-
nally, after G, execution circles back to the end of A thanks
to the temporal jump I; the condition will be reevaluated,
at least C will start again, and B depending on the value
of the condition. Besides this, the system allows varying
each interval’s execution speed independently during the
performance: even if all the external conditions evaluate to
the same value at the same time, it is possible to have two
very different executions for the same score.

In itself, this only represents an abstract “flow of time”:
the score language needs to have a way to specify con-
crete behaviours, such as sounds or videos being played,
OSC messages being sent, etc. This is done at two lev-
els: states can contain a bundle of messages that are sent
at a specific point in time, and intervals contain processes
that generate, filter and output data: automations, MIDI,
sound or video file players, VST effects and instruments,
PureData patches, JavaScript scripts, video effect proces-
sors, etc. Processes can be linked together in a dataflow
graph akin to the usual patching or coding environments:
PureData [12]…, or communicate directly with the exter-
nal environment: OSC-like addresses can be specified for
their inputs and outputs ports to address the external envi-
ronment of the software, visualized in 2.

These processes are rarely represented on paper notation.
The software implements this visual language along with
many such processes; the temporal scoring language is it-
self defined as such a process, called Scenario, and as such
can be nested recursively to implement grouping and hi-
erarchy: scenarios describe the organization of intervals,
which themselves contain processes.

3. DISTRIBUTING SCORES

A first prototype for distribution in ossia score had been
introduced in [2]. We recapitulate here the core ideas: the
distribution of interactive scores is a semantic that allows
defining on which hardware specific parts of scores are go-
ing to run. For instance: a computer handles the audio pro-
cessing of a performance, while another processes video
feeds. Through simple modifications to the software model
of ossia score, this enables varied networked behaviours
to occur. Our implementation uses a client-server archi-
tecture: one of the machines acts as a server and ensures
the coherency of the network session. More interesting
peer-to-peer implementations would be possible through
distributed consensus algorithms such as Paxos[10], but in
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Figure 2: A screenshot of ossia score, showing the main
system for authoring scores with the visual language of
fig. 1. On the left, a tree view shows the OSC addresses
to which the score can speak. On the right, an inspector al-
lows to edit the properties of selected elements. The score
is in the center.

practice the current implementation has performed suffi-
ciently well for the needs of the scores written with it so
far. The success of the client-server architecture in Quin-
tet.Net shows that this is a viable long-term approach.

3.1 Abstracting over hardware with groups

The core idea is the addition of a notion of groups to the
software model. Groups are the interface and abstraction
between physical hardware and the semantic level of the
score: we do not want to annotate IP addresses represent-
ing a specific computer in scores for obvious maintainabil-
ity and readability reasons. The way groups are used by
the composer is simply by assigning objects of the score to
a group defined as part of the score’s metadata: a part of
the score can be assigned to a group named audio, another
part to a group named osc_controls for instance. These
parts can play in parallel, one after each other, or more gen-
erally in any temporal arrangement made possible by the
scoring semantics given in Section 2. Then, when the per-
formance happens, all the computers supposed to partake
in the execution of the score connect to the session, and
choose which groups they want to join. During playback, a
given client computer will execute only the elements of the
score which are assigned to any of its groups. This means
that for prototyping, it is trivial to run the entire score on a
single computer, simply by assigning the unique score in-
stance to every group defined in the score.

Due to the hierarchic model of ossia score processes, where
a scenario is itself a process, entire parts of the score can
easily be distributed to various groups, simply by chang-
ing a property on a parent node of this hierarchical process
tree. The group property is inherited across the child ob-
jects: if an interval is assigned to a group A, all its children
processes are recursively assigned to that group too unless
one explicitly selects another group. Likewise, all the other
properties mentioned in the sections below propagate hi-
erarchically until an element of the score with properties
explicitly set by the composer is encountered.

3.2 Distribution of interaction

Remember that ossia score allows defining interaction points
in the score: in the non-distributed case, this means for in-
stance that someone can write a score where a sound plays
until a physical sensor is activated, then a light flash oc-
curs. The interaction point will contain an expression such
as: device:/sensor/1 > 100. The question we ask is:
what are the possible semantics for the distribution of the
evaluation of such an expression over the network – and
most importantly, what does it enable intermedia composers
to do. The main idea is that we can leverage the multiplic-
ity of computer clients to represent consensus in the score:
for instance, by assigning the interaction point to a group,
we require that all the participants to the group validate the
expression for enacting forward progress past the interac-
tion point in the score; client machines outside of the group
simply don’t participate in the expression evaluation and
just follow the result defined by the group evaluating the
expression.

We consider two axes for defining the temporal relation-
ships between how the synchronization of expression res-
olution is achieved across a group of clients executing a
given scenario. The temporal properties to balance are:

• Latency: how fast an individual machine reacts to
the resolution of an interactive expression on the net-
work.

• Respect of the temporal order: how precisely the over-
all execution of the score on the network matches the
specification given by the composer.

These two properties are at odds: for instance, if in the
case given above, different groups and hardware execute
sound playback and light control, is it tolerable for the aes-
thetics desired by the composer that the computers of the
first group still play back sound for a few milliseconds if
that means that the light flash starts closer to the sensor pa-
rameter change? Only the composer can answer this ques-
tion.

The proposed distribution system enables fine-tuning of
the synchronization mechanism by leveraging the pre-existing
asynchronous infrastructure in ossia score: interactive trig-
ger points. Two cases are possible for interactive trigger
points assigned to a group: they can be time-compensated –
that is, when all the computers validate the trigger, the net-
work engine will try to define a date in the future at which
every computer must actually execute the trigger point, so
that this happens simultaneously from the point of view
of an external observer looking at all the computers. Or,
execution can also happen on an as-fast-as-possible basis,
which can be helpful when the artistic trade-off between
latency and synchronization tips in favour of the shortest
reaction times.

• Asynchronous versus synchronous: in the asynchronous
case, the synchronization semantics of trigger points
are not respected across the network. The triggering
algorithm is:
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1. Obtention of a consensus on the value of the ex-
pression across the network on the server ma-
chine.

2. The server notifies all the clients, which react
as soon as they get a message.

This means that if the latency between a client ex-
ecuting a process that precedes the trigger point and
the server is greater than the latency between the server
and a client that executes a process following the
trigger point, to an external observer, an external ob-
server will see both timelines overlap for a short du-
ration, which would be impossible in a non-distributed
execution of the score.
In the synchronous case, the semantics of trigger points
are respected across the network: the following in-
tervals cannot start before the previous intervals have
ended on all clients. The triggering algorithm is:

1. Obtention of a consensus on the value of the ex-
pression across the network on the server ma-
chine.

2. The server notifies all the clients that the trigger
has started executing.

3. When the clients finish executing the intervals
that precede the trigger point, they notify the
server.

4. The server notifies all the clients that the trigger
has finished executing.

5. The clients start executing the following inter-
vals.

This of course increases latency, but ensures that the
temporal semantics of the score are respected glob-
ally: the score executes on the network in the same
order as it would on a single machine, except with
greater delays.

• Uncompensated versus compensated: in the uncom-
pensated case, messages are processed as soon as
they arrive. In the compensated case, the server tries
to derive a timestamp in the future where all clients
are supposed to have received a message according
to their respective latency with regards to the server,
in order to make sure that from an external observer
point-of-view, everything happens simultaneously.
For instance, consider a situation with three machines:
one server at time t0 with latency 0 with regards to
itself, one with a latency of 50 milliseconds and one
with a latency of 100 milliseconds, the server will
send to the entire network session messages that re-
quest execution at a minimum of t0 + 100ms. Note
that we implicitly assume that the machine’s wall
clocks are synchronized through an external mech-
anism such as NTP or PTP.

3.3 Polyphony

Processes of the score can operate either in free or shared
mode. Free means that the properties and execution of a

given process is independent acrossmachines; shared means
that the process’s state will be synchronized across all the
machines that execute it. For instance: a scenario playing a
sound could play it at two different speeds and have entirely
different conditions resolutions on multiple clients in the
free case, while in the shared case, all the clients executing
it will be kept in sync for this specific scenario’s execution:
condition resolution and interval speed adjustments will be
synchronized across the network. Likewise, for processes
with controls, this means that a change of control during
execution will not be synchronized across machines in the
free mode, to enable for instance multiple performers to
interact with a virtual musical instrument each in a differ-
ent way on their respective computer. In contrast, in the
shared mode, the controls will be synchronized across all
the machines.

For instance, for processes such as sound generators or
filters, this simply means that a process in free mode can
execute with different state for its user-interface controls
across the session. In shared mode, a change of control
from a client is applied to all the other machines in the net-
work.

Likewise, in free mode, a scenario process will be able
to execute with different interval speeds, conditions and in-
teractions in all the clients executing it. In shared mode,
the interval speeds, expression resolutions, will be synchro-
nized across the network through the mechanisms described
above.

4. DISTRIBUTING DATA

An open question which had been evoked in [2] was the dis-
tribution of the live, run-time data of the score: the original
implementation did not consider the transfer of things such
as OSC parameters, sound or video streams: it only focused
on the distribution of the temporal semantics, and users had
to define the transmission of controls through separate sys-
tems such as NetJACK[11].

We introduce here a new set of processes in ossia score
which leverage the underlying networking session to en-
able scores to embed media data transfer semantics through
user-friendly objects. These processes are called Netpit:
Message Pit, Audio Pit and Video Pit. Right now, their
implementation focuses on ease of implementation for the
sake of prototyping and experimenting with writing scores
and as such uses WebSockets for data transfer instead of
WebRTC 1 . The final implementation aims to use WebRTC
as it is the only real-time audio-video protocol supported
by web browsers: there is no other choice if we aim for our
system to be fully functional in the web.

These processes have a combining semantic. They have
one input port, and one output port. Their operating rule
is: the data that a Netpit process instance receives as input
is combined with all the clients executing this process with
a user-chosen function: summing or concatenating chan-
nels for audio, taking the mean for real-valued control sig-

1 An implementation using WebRTC, more optimized for audio and
video transfer, has been started but is stuck on a bug in the underlying
GStreamer library implenting the WebRTC protocol: https://gitlab.
freedesktop.org/gstreamer/gstreamer/-/issues/1261
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nals, applying a blend for videos, etc. For instance, if two
clients execute a given Netpit audio process at some point
during the execution of a score, with each their custom mi-
crophone input set in the input port, both clients will by
default get a sum of both microphone signals as output of
the process. There is as of now no latency compensation in
the system.

This, combined with the notion of group, enables to trans-
parently define a set of distributed behaviours: users do not
have to fiddle with defining explicit distribution semantics
such as one would do in environments such as Max/MSP,
by using custom network send / receive objects for each sig-
nal they want to transmit; here, the objects scale automat-
ically to the network topology used and allow he desired
distribution semantics inside the dataflow graph engine of
ossia score.

5. VISUAL LANGUAGE EXTENSIONS

To represent the multiple states of synchronization of the
elements of ossia score, we propose to introduce a set of
alternative symbols to denote the various network-related
semantics. Table 1 presents the matrix of possibilities. The
idea behind this prototypical design language is to represent
the concepts described in sections 3 and 4 as follows:

Inactive elements (e.g. those that are not in a group that
a given ossia score instance executes) are in grey, while
active elements are in colour.

The free–shared dichotomy is represented by a connect-
ing line: free elements aren’t tied together, shared elements
are.

We chose to not represent the uncompensated–compensated
axis yet as it would double the amount of symbols neces-
sary while only providing marginal benefits in local net-
works with very short latencies ; the toggle is however still
available from the user interface.

The asynchronous–synchronous dichotomy straightens the
round shapes to evoke the stricter constraints of synchro-
nization related to non-synchronization. Frutiger says about
the square in [6],

(…) a symbolic object, boundaried property,
also a dwelling place with the feeling of floor,
ceiling, walls, protection, etc. (p.43)

The notion of readiness which matches well with our free
and uncompensated and asynchronous semantics is also as-
sociated with the circle by the same author:

The most used figures are 1 and 0, two signs
that have highly differentiated forms: the straight
line and the circle. Once again we come across
the binary principle: 1 = notch, cut, hardness
(two visible stroke endings); 0 = emptiness,
readiness (no beginning or ending). (p.211)

The most restrictive and synchronized case should be the
same as the original, non-networked version, as a network
with only one computer can be considered as fully synchro-
nized with itself. It would be of course possible to argue
the opposite: that a network with a single score instance

running is equivalent to the free case. However, using the
original symbols in the free case would likely have im-
plied that the shared cases would have to bear additional
visual elements to denote the stronger semantics synchro-
nization semantics that they carry: experiments in this di-
rection made the visuals too heavy and harder to read. In
short, we opted for deconstructing the existing elements
instead of constructing new ones, with the sole exception
of the condition becoming “straighter”: debate is ongoing
about changing its appearance to the squared version in the
non-networked mode of ossia score.

These visual language extensions are still ongoing a pro-
totyping and experimentation process in ossia score and
may still evolve in terms of representation, with the goal
being making the transmission of our distribution seman-
tics as obvious as possible to the users.

6. IMPLEMENTATION

The system discussed here is implemented in C++, using
simple messages over WebSockets through the Qt Web-
Sockets implementation. This enables the system to func-
tion over both desktop, embedded, and tentatively through
the web with the WebAssembly port of Qt, with a single
codebase. The only limitation is that the web version can-
not act as a server for the session as web browsers do not
allow web page to open network ports.

The latency of simple operations such as a control change
is overwhelmingly defined by the network’s implicit la-
tency, plus the local latency between the network thread
of the software, and the audio or video thread which will
end up turning the network message into an observable be-
haviour, which is at most the duration of an audio buffer or
screen frame. Since our current implementation is based on
a client-server architecture, the network communication la-
tency is always the latency between the originating client
and the server, plus the latency between the server and the
other clients that will receive the message.

For the synchronized operations discussed in Section 3.2,
the latency will increase due to multiple round-trips be-
tween the involved clients and server: the overall latency
will always be bounded by the latency of the slowest client
as the server waits for all the clients in a group to trigger
the advancement of the score.

The system has been tested so far with up to 8 instances
on a local network, over Wi-fi and Gigabit Ethernet, and
with two instances over the internet. Our naive video and
audio transfer implementations however are only useable
with correct results on a local network so far, and would
require using specific codecs with optimizations (such as
GPU encoding / decoding for video) making them suitable
for use over the internet.

7. DISTRIBUTION EXAMPLES

We cover in this section a few examples of usage of the new
data distribution primitives and distributed scores.
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Element Free Shared

Uncompensated Compensated
Inactive Active Inactive Active Inactive Active

Triggers

Conditions

Processes

Table 1: Proposed visual syntax for the distribution specification of ossia score’s elements. The icons for processes are
displayed in their header, and are also used for intervals.

Figure 3: Distribution of a mixed audio stream across ma-
chines: this is the entire score.

7.1 Sending data between machines

In this example, we want to showcase the simplest possible
example of distributing data: there are two machines, both
want to hear a mix of all the musical instruments playing
on the network: for instance the scenario is the classic net-
worked band rehearsal. Fig. 3 shows how simple it is: this
behaviour is the one that the “Audio Pit” object will pro-
vide by default. All the machines can be in the same default
group, all. They will all execute the process: its input is
set to the address audio:/in/main which represents the
default input of the sound card of the computer. The pro-
cess will pull the audio input, and sends it to all the clients
which then each perform the downmix with the data they
received 2 .

7.2 Combining control data across a group of players

In this example, we wish to combine MIDI CCs, gamepad
inputs or even GUI widgets which would be controlled by
musicians on cheap hardware, in order to generate audio on
a computer with a powerful sound card. Fig. 4 shows how
such a setup can be achieved.

The groups are defined as follows: there is a players
group, and an audio group. The “Knob” process is asso-
ciated with the first group: only the clients in this group
will execute this process. The second group is associated
to the entire bottom interval: it applies recursively to the
processes within. During execution, all the clients which
registered themselves in the players group will have their
“Knob” send an input message to the “Message Pit” pro-

2 Our current research prototype implementation uses a central server;
a production implementation using WebRTC would be P2P

Figure 4: Clients-to-server communication.

cess, which by default is assigned to the all group, which
everyone is part of by default. Then, the score instance
which registered itself in the audio group will receive a
list containing all the input frequencies of the clients. It ap-
plies it to a simple polyphonic synthesizer and effect chain
and renders it on a sound system.

7.3 Duplicating an input

This example is a sort of contraposition of example 7.2.
A single machine produces an input, which is going to be
broadcast. A set of machines will synthesize either sounds
or visuals from this input, depending on their groups. The
group organization is actually almost the same as exam-
ple 7.2: the only difference is that a video group is added,
in order to distribute audio and video rendering on differ-
ent hardware. Fig. 5 shows the score. Note that the system
has no way to specify the number of participants, which is
purely a property of the actual performance that will take
place: a performance could use one client, two audio ma-
chines and two video machines, while the next performance
could actually average the input of four clients, and only
use a single audio and video output clients, without chang-
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Figure 5: A single client’s input data will be broadcast to
all the machines in the audio and video groups.

ing anything to the score. Conceptually, the score specifies
only sections and not individual players, just like scores for
orchestras or choirs usually does not specify an exact num-
ber of second violins or singers.

7.4 Score for SMC2022

Asuccessful prototype demonstration happened for the 2022
Sound & Music Computing Conference (fig. 6), located
in Saint-Étienne (France). The score was distributed be-
tween this location and the home of the author in Peyriac-
Minervois, 357 km away and featured both interactive trig-
gering and distribution of OSC data. Audio and video trans-
mission had not been implemented yet and have so far only
been tested on local networks.

This score was before the introduction of the visual lan-
guage, it featured multiple groups and controls, as well as
a shared evolution of the interactive timeline over the net-
work: the automations at the top would for the first part
all be synchronized together as the main scenario was in
“shared” mode. Then, a sub-scenario D was in free mode:
inside this hierarchical level, the trigger’s triggering time
would be independent across machines.

7.5 Polyphony, sharing and visual language

This example (fig. 7) presents some of the visual language
extensions introduced in Section 5 The root scenario is shared:
execution speed and triggers will be synchronized across
the entire network (the scenario is assigned to the special
“all” group which encompasses all clients). Then, its score
is as follows: intervals A and B are assigned to respective
groups of the same name. Both contain an audio generator.

Figure 6: Excerpt of the score demoed over the internet at
SMC2022 – this was before the introduction of the visual
language.

The generator of group A is shared: if any client changes
one of the control, this is passed on all the other machines
which execute it. The generator of group B is free: every
client can change its controls independently. Clients that
are neither part of A nor B will not execute any of these
sound processes. Whenever the interactive trigger point be-
tweenAand the Video interval is triggered, all the machines
start executing the video effects (GLSL shaders) locally.
The Scenario which contains GFX1 and GFX2 is in free
mode: all the machines can execute it independently. That
means for instance that the speed of execution of GFX1
and GFX2 can differ across all clients, and that the inter-
active trigger point between both isn’t synchronized across
the network. The output of the video generator processes
is connected to an Echo Trace process in shared mode: its
controls will be shared across the network. Finally, in the
video effect chain, the VVMotionBlur video effect is in free
mode: its controls are also independent across the network.

8. CONCLUSION

This work introduces a notation system for intermedia com-
posers to author distributed behaviours in a simple graph-
ical environment. The interactive system has been tested
both in local networks and over the internet.

The remaining implementation goals are to make sure that
the system works correctly from web browsers through os-
sia score’s WebAssembly port, and improving the data pro-
tocol implementations to use more optimized protocols than
the current WebSockets-backed implementation, which is
not well suited to streamed multimedia data such as audio
and video. In particular, a pathway we would like to ex-
plore, is to automatically adapt the protocols used for au-
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Figure 7: A score with various behaviours across various groups. This uses the visual language discussed in Section 5.

dio/video data transmission to the clients connected and the
network situation: if the performance does not use web-
based clients and is entirely situated on a local network, it
would make sense to automatically use NewTek NDI for
video transmission due to its efficiency [5]. In contrast, if
the performance is done over internet, it would make more
sense to use WebRTC for its P2P communication abilities,
and support for various NAT-bypassing technologies which
would enable its use across for instance academic institu-
tion firewalls. A tentative to use the Opus codec for trans-
mitting audio content has also been done, but so far did not
provide an acceptable quality / latency trade-off for musical
applications.
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ABSTRACT

With the changes occurring in the dialectics between the
composer and the interpreter during the second half of the
twentieth century, the traditional concept of the musical
score has undergone an ontological change. As composers
began exploring unconventional notational practices and
offering to the interpreter a higher autonomy, the locus
of the musical information became less defined, at times
merging with that of the instrument. In this paper we ex-
plore the dual nature of notation both as score and as instru-
ment from the point of view of non-visual methods of rep-
resentation. We do this by presenting the Magnetic Score,
a system for the inscription and generation of sound that
relies on permanent magnetic fields. In magnetic scores,
the performative gestures emerge out of the interpreter’s
embodied interaction with the magnetic fields, and the re-
lational design of the inscriptions together with the interde-
pendence of the symbolic and somatosensory layers offer
original insights on the role and situatedness of the musical
score in contemporary practices.

1. INTRODUCTION

In his seminal work Opera Aperta, Eco describes the
changes that characterise the emerging artistic poetics of
the 1950s and 60s [1]. If classical musical works consisted
of organised sets of information reproducing an enclosed
structure as imagined by the author, the practices of com-
posers such as Stockhausen, Berio and Pousseur offered to
the interpreter a higher degree of autonomy in relating with
the musical material.

With this change in the dialectics between the composer
and the interpreter, some composers began approaching
music notation as a description of gestural information for
the performer rather than as pitch organised in time [2],
and the mapping of such relations became a crucial ele-
ment in designing musical interactions [3]. As a conse-
quence, the acquired freedom in defining and representing
the inscribed musical parameters has led to the emergence
of a plethora of compositional approaches [4]. Among
such, an increasing number redefine the composer’s and
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performer’s traditional roles and attributed agencies [5],
explore the relational aspects of the inscription [6], or ex-
plicitly suggest a dynamic and open idea of the score’s sit-
uatedness in relation to the instrument [7].

The overlapping of the musical expression with the score
is rooted in the very nature of musical instruments, as
they inherently embed theoretical models that define the
interaction and the musical practices that have developed
around them [8]. In the domain of electronic music this
becomes particularly evident, with the compositional pro-
cesses and their technological substrate overlapping with
unprecedented fluidity. As a consequence, the notational
space, within the indeterminacy of the current artistic po-
etics, escapes the physical constraints of the score and
coincides with that of the dispositif : an extension of the
instrument-score, incorporating all the structural, tangible
and virtual components that support the inscription [9].

In this paper we explore the dual nature of music no-
tation both as score and as instrument. We also explore
approaches that do not solely rely on visual representa-
tion, investigating how the embodiment that characterises
contemporary compositional practices favours a holistic
and sensuous experience of the inscription. We do this
by introducing the magnetic score, a system for embod-
ied notation in which the inscription is encoded via perma-
nent magnets, and can be subjectively experienced through
somatosensory feedback. As we will observe, magnetic
scores combine the tangible features of instrument-scores
with the relational and situational qualities of event scores,
since, rather than being unilaterally inscribed, the infor-
mation emerges through the interaction of the components
that define the dispositif.

2. BACKGROUND

The use of graphic signs and symbols has been the promi-
nent approach in inscribing music both in the tradition and
within the avant-garde movements in the second half of
the twentieth century. Works such as Cornelius Cardew’s
Treatise [10] and Earle Brown’s December [11] adopt
graphic notation to convey musical ideas, oftentimes en-
dowing the performer with a high degree of interpretative
freedom. In this sense, graphic notation has been a way for
composers to develop personal systems of representation
and elude the expressive constraints of traditional compo-
sitional praxis. Nonetheless, with the change in the artistic
poetics that characterises the second half of the twentieth
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century, approaches that do not necessarily rely on visual
notation have emerged, such as the implementation of tan-
gible interfaces and the adoption of haptics [12].

In this section, we explore the relationship between in-
struments, scores and performers via the notion of non-
visual inscriptions. In order to establish a theoretical
framework, we look into inherent scores, tangible scores
and event scores. We also describe the recent adoption of
magnets in music performances and instrument-scores, as
it provides a technical context for this work.

2.1 Instruments-Scores and Non-visual Inscriptions

Tomás and Kaltenbrunner propose the concept of inherent
scores to describe the progressive embedding of inscrip-
tions within the instrument [3], and trace its origin back to
Alvin Lucier, who, in describing the practices of the Sonic
Art Union, stated that the scores were inherent to the cir-
cuits developed by the members of the collective [13]. This
approach is not isolated to a single, although particularly
influential, group of artists, as it overarches the practices
of a large group of composers, such as Pauline Oliveros
[14], Gordon Mumma [15] and David Tudor [7], as well as
sound artists such as Peter Vogel [16] or Gerhard Trimpin
[17].

Among inherent scores, tangible scores are a particular
subgroup that relies on the tactile interaction with the in-
strument for the generation of sound as well as for the in-
terpretation of the sign [18]. Tangible scores certainly hold
a visual dimension in that they suggest specific gestures
through the graphic inscriptions embedded in the instru-
ment, but they complement it with a strong orientation to-
ward tactility. Signs are engraved rather than printed on
top of the surface: this adds a tangible layer that informs
the performance as well as the generation of sound.

Similarly to that of tangible scores, the concept of com-
posed instruments provides a non-visual take on the nav-
igation of the inscription. At the basis of this type of
instrument-score is often the decoupling of the sound-
producing component with the gestural one [19]. As a con-
sequence, the score is incorporated in multiple, modular
mappings, whose features define the interaction between a
controller and an arbitrary synthesis engine. In composed
instruments, the score is encoded inside the dispositif in
the form of a defined set of mappings and constraints, and
is navigated through embodiment within the performative
act.

Non-visual inscriptions are also particularly effective in
contexts in which the interpreters are free to explore the
performative space and can not rely on physical supports,
or in the cases of “comprovisational” practices in which
the instruction is situational [20]. In such cases, cues pro-
vided by haptic devices embedded within garments have
granted the needed flexibility and at the same time pre-
served the situational character of the compositions [21].
Haptics is indeed a promising domain, as it allows to dy-
namically inform the performance without interfering with
the interpreter’s interaction with the instrument and with
the space. Furthermore, it offers compositional and perfor-
mative control over multiple parameters at the same time,

such as frequency, intensity and duration, as well as spec-
tral content and spatial position [22].

Finally, other systems explore non-visual notation with
the specific aim of easing the learning of a piece by the
visually-impaired [23, 24]. Even though they are rele-
vant as non-visual scoring methodologies, for the most
part these approaches are substantially different from the
one proposed in this paper, in that they focus on the re-
encoding of traditional notation rather than in the explo-
ration of alternative ways to inform the performance.

2.2 Event Scores and Non-visual Inscriptions

Instead of encoding the information in the instrument,
other methods of non-visual inscription explore the nota-
tional possibilities offered by the performers’ embodied
knowledge and reciprocal interactions.

Event scores are brief sets of verbal instructions defining
rules to follow, actions to take and concepts to be aware
of in the act of performing [25]. Among such, Pauline
Oliveros’ text scores [14] focus on the listening experience
that emerges in the performance. Even though text scores
hold a visual component that is functional to their trans-
mission, in Oliveros’ works a different informational layer
emerges and unfolds within the relation of the interpreters
with each other and with the environment. The practice
of deep listening becomes the space where information is
produced, and sound the domain in which the process op-
erates. Through this, the score acquires a relational dimen-
sion, as the musical intake of an agent informs the action
of another.

The aural quality that characterises event scores is also a
feature of audio scores, in which information is presented
during the performance through recorded or live-generated
sound. Different types of audio scores have been proposed,
some providing precise and repeatable sets of instructions
[26], others inviting the performers to interact with a set
of live generated sounds [27]. In Pricked and Away [28],
Elisabeth Schimana interestingly explores memory itself
as a medium for the inscription and for the re-elaboration
of musical ideas: the sound excerpts are presented to the
performers long before the performance, and the musicians
are required to remember and play them during the concert
following a specific timeline.

The practices and conventions that characterise musical
performances always implicitly involve notions of embod-
iment and interaction. Nonetheless, in the aforementioned
works the score incorporated in the performers’ embodied
knowledge and interacting subjectivities is amplified, for-
malised and defined within the system’s setup. The rela-
tional nature of these compositional approaches, detectable
in the situational stance of the performative instructions as
well as in the emergent character of the work, underpins a
direct involvement of the performers in the compositional
process. In describing the intersubjectivity characterising
relational aesthetics in the modern work of art, Bourriaud
states that “the sense of the work issues from the move-
ment that links up the signs transmitted by the artists, as
well as from the collaboration between people in the exhi-
bition space” [29].
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As we will see, the system we propose embraces the
embodied, relational nature that characterises some event
scores and combines it with the tangible materiality of the
instrument-score. This is achieved through a set of per-
manent magnets embedded and creatively displaced on the
different components of the dispositif, and whose magnetic
fields interact in order to generate the inscription as so-
matosensory manifestation and sound.

2.3 Permanent Magnets

Permanent magnets constitute a key component of most
audio electronics and in the building of all kinds of ac-
tuators, and are extensively incorporated in the design of
modern musical instruments and amplification technolo-
gies. As musicians, we operate with magnets on a daily
basis, from pickups to speaker cones. However, the appli-
cation of magnets as structural elements in a score’s inter-
action design, as gestural control or for the generation of
sound, has not been extensively explored as of yet.

Neodymium magnets have been introduced in musical
scores quite recently. Michelle Agnes Magalhaes’ Mo-
bile 1 first explores their use on the piano strings in or-
der to obtain bouncing and glissando effects. Because of
the unique sounds they produce, magnets have since then
been incorporated in the works of other composers such as
Elena Rykova in Bat Jamming and Cositas Diminutas, 2

and Gustavo Dı́az-Jerez in Metaludios. 3

A notable example of the use of magnets as key com-
ponents in the interaction design of an instrument-score is
the Chowndolo 4 by Giacomo Lepri: a pendulum whose
movement is dynamically controlled through a set of per-
manent magnets on its base. A different approach is in-
stead explored by David Griffith in the Pattern Matrix, 5 a
tangible AR live coding environment controlled through
the orientation of permanent magnets on a tangible 5x5
matrix.

In the Marble Machine 6 the merging of the score with
the instrument becomes particularly apparent. In this sys-
tem, the instrument’s sounds are generated through the
interactions of ferromagnetic marbles with different sur-
faces, membranes or strings, and their timing is controlled
by a tangible step sequencer made of small magnetic cylin-
ders attracting and repositioning the marbles.

Finally, in NIME’s proceedings from 2001 to present we
identified three papers describing the application of small
magnetic tags for position sensing [30, 31, 24]. The advan-
tages of this approach are the precise representation of the
tag’s position and the granular control that can be achieved
within a circumscribed space. In such cases the sound is
defined by the dynamic repositioning of the passive ele-
ments in relation to a sensor. As we will describe in the
next section, in magnetic scores the paradigm is flipped,
and the performer interacts with the passive elements by
moving the sensors in space.

1 https://www.youtube.com/watch?v=xLLctkt14qs
2 https://www.elenarykova.rocks/
3 https://www.metaludios.com/
4 http://www.giacomolepri.com/chowndolo
5 https://penelope.hypotheses.org/category/pattern-matrix
6 https://en.wikipedia.org/wiki/Wintergatan

3. THE MAGNETIC SCORE

Magnetic scores (Fig.1) enable the composition of haptic
scores within the functionality of the instrument itself, as
a specific instance of inherent scores. They comprises a
board and a pair of controllers, both embedded with mag-
nets. As the performer navigates the board with the con-
trollers, the magnets attract and repel each other, thus sug-
gesting the performative gesture.

Figure 1. The Magnetic Score.

3.1 Magnetic Board

Magnetic scores encode performative instructions through
magnets mounted underneath two-dimensional or tri-
dimensional surfaces of variable dimensions and shape,
named magnetic boards. The performer holds two con-
trollers containing a series of sensors and a permanent
magnet each, as described in 3.2. The interaction between
the magnets within the board and the ones mounted on the
controllers provides somatosensory feedback in the form
of points of attraction and repulsion whose strength de-
pends on the dimension of the magnets and their reciprocal
distance. With the controllers, the performer dynamically
explores the magnetic board as organised by the composer
in the strength, spatial distribution and orientation of the
magnetic fields.

The primary function of the magnets is to generate the
score’s information through their interaction, but in or-
der to further investigate the boundaries between scores
and instruments, in the particular instance of the Magnetic
Score described in this paper, we turned a number of mag-
nets into sound sources. This feature was easily achieved
by selecting magnets and ferromagnetic material of dif-
ferent shapes, and placing them inside wooden tracks and
3D printed boxes mounted underneath the magnetic board.
Upon interaction with the controllers, the magnets move
against the board, producing sounds that are captured by
two piezoelectric sensors. The sound is then routed to a
laptop for processing in combination with the data gener-
ated by the magnetic discs.

For this first iteration of the Magnetic Score we designed
a 50 x 15cm bi-dimensional wooden board (Fig 2). No
visual information is inscribed, and the performer relies
on somatosensory feedback and sound in exploring the
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surface. For the sound generation we included two flat,
rounded neodymium magnets for punctual, sharp sounds,
a series of ferromagnetic spheres of different dimensions
for drones of variable pitch, and two sets of small screws
for high-pitch, dense clusters of sound.

Figure 2. Magnetic Board’s underside. 1-2 Ferromag-
netic Marbles; 3-4 Ferromagnetic Screws and Marbles; 5-6
Magnets with Alternating Polarities.

3.2 Magnetic Discs

The magnetic discs (Fig. 3) are two 3D-printed, PLA
cylindrical boxes. With a diameter of 10 cm and thick-
ness of 2 cm, they mount a three-dimensional gyroscope
and accelerometer, a three-dimensional magnetic sensor,
one ESP32 microcontroller and a 1000 mAh battery. At
the centre of the discs, a cavity hosts cylindrical magnets
with a diameter of 3 cm. The magnets are loose within the
discs, and are held in place by the performer’s hand while
holding the controller. When the magnet on a disc is ap-
proached to an external magnet with identical polarity, it
moves and pushes on the performer’s palm thus providing
a proportional haptic response. At the same time, the resis-
tance of the palm transfers the force of the magnet to the
whole arm, thus influencing the performer’s proprioceptive
perception.

Figure 3. The Magnetic Discs.

Each disc wirelessly forwards to a laptop two data points:
one relative to the xyz orientation of the device and one to
the xyz strength of the magnetic field it is exposed to. Since

the position of the disc and the orientation of the magnetic
field are interrelated, the shape and orientation of the mag-
netic board allow to sensibly change the sound process-
ing parameters. Interacting with a vertical score becomes
therefore a very different experience than that of exploring
a horizontal one, and curved surfaces allow to smoothly
modulate in-between musical parameters.

As a consequence, further implementation of magnetic
scores will extend the interaction design to larger and more
articulated three dimensional artefacts, or even wider ar-
chitectonic structures. This may be facilitated by the long-
range wireless communication capabilities of the discs:
through the ESP-NOW protocol, a dedicated wireless net-
work is instantiated between the ESP32 microcontrollers
mounted on the discs and a third ESP32 connected to the
laptop’s serial input and acting as a server. In an open
space, the client devices can reach the server within a dis-
tance of 320 metres. 7 In addition, the flexibility of this
protocol allows to add any number of client devices and
even to instantiate parallel communication between them.
This feature further expands the possible applications of
the magnetic scores to large group performances and to
different interaction modes.

Because the sensors transmit position-related data and
no switches are embedded in the discs, the activation of
specific behaviours at will is not easily achieved by the
performer. We consider this as a feature of the system,
which partially limits the performer’s control and favours
the emerging of the composer’s intention. Nonetheless, in
order to offer to the performer some agency over the indi-
vidual dimensions, we leveraged the design features of the
embedded magnetic sensor 8 , whose axes individually sat-
urate when the magnetic field is too close. The magnet’s
cavity is placed on the disc’s lid two millimetres above the
back of the sensor. Because of this, when the magnet is
entirely inside the disc (i.e. no magnetic field of identi-
cal polarity is encountered or resisted) the z axis saturates,
returning the maximum value regardless of the presence of
an external magnetic field. When the performer encounters
a magnet on the board with identical polarity and releases
the palm’s pressure on the disc, the disc’s magnet moves
away from the sensor, and the z axis starts reporting cor-
rect values. Through this, it becomes possible to momen-
tarily activate the reading of at least two parameters (one
for each of the discs) at will.

In this iteration of the Magnetic Score, the sound is pro-
vided by the magnets mounted on the board through piezo-
electric sensors, and the data resulting from the interaction
between the magnets, the performer and the space, is pro-
vided by the discs. The visualisation of the data and the
sound processing are performed on a laptop. A Max/MSP
patch (Fig. 5) returns visual feedback on the orientation
of the two controllers, on the presence and position of a
nearby magnetic field and on the magnetic sensor’s z axis
activation and measurements. Even though in performative
scenarios we imagine the interaction with magnetic scores
mainly as a somatosensory experience, the availability of a

7 https://www.espressif.com/en/news/ESP-NOW
8 https://www.adafruit.com/product/4022
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Figure 4. Magnetic Disc’s Design.

real-time, three dimensional representation of the data has
proven useful in calibrating the sensors and in describing
the system to an audience, and might facilitate in the future
the training of a performer or the application of machine
learning algorithms for gesture recognition.

Figure 5. Magnetic Discs’ Visualisation.

3.3 Sound Processing

In the occasion of the demo sessions described in section 5,
we built a Max/MSP patch with a series of resonant filters,
delay effects, and FM (with audio input as carrier) applied
to the board’s sounds conveyed through the two piezoelec-
tric sensors in stereo configuration. The data forwarded to
the laptop from the disc on the left and right hands is used
to process respectively the left and right channels. The x
and y values from the accelerometers define the centre fre-
quency of the resonant filters and the x and y values from
the magnetic sensors the amount of delay that is applied.
Finally, the z value of the magnetic sensor, whose readings
can be activated by approaching a field of identical polarity
and releasing the pressure of the palm, activates and con-
trols the amount of the frequency modulation. Future ver-
sions of the Magnetic Score will instead make use of Neu-
ral Synthesis [32]. By incorporating all of the sounds of
the magnetic board within an AI synthesis model, thus sep-
arating the sound generation from the inscription layer, the
encoding possibilities offered by the board’s design will be
highly extended, and new performative and compositional

possibilities will become accessible.

4. PRESENTING THE MAGNETIC SCORE

We presented the Magnetic Score on two different oc-
casions: a lecture with master’s students in music com-
position and a discussion with a group of artists and re-
searchers. During both events a demonstrative piece was
performed.

In the first presentation, a prototype of the system was in-
troduced to the participants and played by three of them,
and a discussion followed. The initial comments centred
around the possibility of designing different sound interac-
tions: if the current version makes use of screws, spheres
and magnets as sound sources, other designs might include
boxes containing loose magnets and strings, or membranes
and springs. The participants also suggested using multi-
ple boards at once, each with a particular character defined
by shape and interaction design, and to consider the pos-
sibility of extending the score to the whole room by em-
bedding magnets inside double walls. The main limitation
that emerged was the absence of a visual representation of
the discs’ position in space and in relation to nearby mag-
netic fields that could facilitate the initial understanding of
the system. In response to this problem, we developed the
Max/MSP patch described in 3.1, and presented it together
with a more refined version of the Magnetic Score at the
successive open event.

In the second session, the visual feedback was overall ap-
preciated and helped clarify the relation between the discs
and the surface. One participant noted that the magnetic
discs could be separated from the rest of the system and in-
dependently explored as a musical instrument in their own
right. The design of the discs is indeed articulated enough
to generate complex interactions, and even though they do
not unilaterally generate sound, the discs may be used to
control a synthesis engine. Furthermore, mastering the
control of the removable magnets inside each of them re-
quires a good amount of practice, which makes them akin
to traditional musical instruments.

During the discussion, a participant noted that when the
element that generates the notation is the one that produces
the sound, differentiating between the instrument and the
score becomes a complex task. Even though the two con-
cepts overlap in contemporary practices, a differentiation
could still be observed in the amount of prescriptions that
a system provides and in how they change in time. An
instrument-score might be more akin to a score if it pre-
scribes specific actions whose effects evolve in time, and
more similar to a musical instrument if it provides a set of
constraints for the performer to explore.

This final consideration is particularly useful in order
to frame a reflection on the specificities of the Magnetic
Score. In what ways this system may be seen as a score
rather than a musical instrument? What is the experience
of relating with magnetic fields as carriers of performa-
tive information? In the next chapter we explore magnetic
scores as compositional system, focus on the somatosen-
sory experience of the interaction, and frame them as a
particular type of inherent score in which the inscription
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is relationally generated by the interaction of the magnetic
fields.

Figure 6. The Magnetic Score System.

5. DISCUSSION

As noted during the second public encounter, the overlap-
ping of the instrument and the score is an apparent fea-
ture of this system. Because of the physical decoupling
between the board and the two magnetic discs, it may be
possible to interpret the Magnetic Score as an instrument
(the board) being played with a device that excites it (the
disc), similarly to a violin and a bow, a guitar and a pick,
or a drum set and a drumstick interact. This is a useful
metaphor in describing the generation of the sound in this
particular instance of the system, but it does not take into
account the variability of the mapping between the discs
and the board and above all the articulated information that
is possible to encode through the deliberate displacement
of the magnets.

As explained above, the Magnetic Score is a composi-
tional environment in which each board and mapping of
the disc’s parameters functions as an autonomous compo-
sition. By organising the invisible, attractive and repul-
sive forces embedded within, the composer guides the per-
former along the board. Similarly, by defining the map-
pings between the discs and the processing of the sound,
it becomes possible to design the acoustic environment in
which the interaction unfolds.

5.1 Magnetic Inscriptions

Composing a magnetic score appears as a very different ex-
perience than that of writing music on paper or other visual
supports, as it requires to consider the performer’s interac-
tive, sensuous experience with the inscription. It also dif-
fers from engraving a tangible score in that, rather than fo-
cusing on fine tactility, it entails a more holistic interaction:
the performer experiences the score as a force that dynam-
ically pushes and pulls the arms, that unbalances the body,
and through this produces specific gestures rather than sug-
gesting them. By rehearsing the score, a performer learns
to oppose the strength of the magnets, to follow them on

the board, and internalises an abstract representation of the
magnets’ position and strength.

Through the size and positioning of the magnets, the
composer can suggest specific gestures to the interpreter.
In performing with the Magnetic Score, we realised that
patterns of magnets with alternating polarities (such as in
Fig. 2.3) suggest rapid movements over the board, as it be-
comes complex for the performer to operate with the discs.
On the contrary, large magnets (see Fig. 2.7) are better
suited for slow, vertical motions, as the magnetic fields in-
teract with each other in a more predictable way. Loose
magnets underneath the board are instead easier to control,
and the performer’s gestures tend to focus on the sound
rather than on navigating the magnetic field.

We also realised that the granularity in the perception of
the magnetic inscriptions is considerably lower than the
one achievable through vision or direct tactility. As a con-
sequence, in order to facilitate the recognition of magnetic
patterns and avoid undesired interactions between the mag-
nets, it is advised to use large surfaces as boards. By dis-
tancing the magnetic fields, the composer’s intention can
be interpreted more clearly, and it becomes possible to
combine the magnets in order to inscribe simple shapes or
symbols.

5.2 The Magnetic Score as Inherent Score

Because inherent scores combine inscriptions suggesting
performative gestures with a device that generates the
sound, we consider magnetic scores as an instance of this
category. Nonetheless, the described system displays no-
table differences with other typologies of inherent scores,
such as tangible scores and composed instruments, as
well as similarities with situational practices such as event
scores.

Typical tangible scores embed visual information on the
surface of the instrument, and despite the overlapping of
the score with the instrument in the act of performing, it
is still possible to observe the sign from a distance, with-
out interacting with it. Because no visual representation of
the magnets is provided, and more broadly no information
(except for the board’s dimensions) is visually accessible
to the performer, in the current version of the Magnetic
Score the notation and the instrument further combine into
an inextricable unity: in order to be read, the score has to
be experienced as a holistic and sensuous encounter within
the performative act.

Alternatively, the system may be observed from the per-
spective of composed instruments (as defined in 3.1). In
magnetic scores, because of the interdependence between
the controllers and the surface in generating the inscrip-
tion, the mapping is not completely arbitrary as it would
be expected on a composed instrument. Furthermore, even
though we do not intend to generalise this feature to all
magnetic scores, in this specific instance the gestural com-
ponent is not decoupled from the sound generation, as the
discs directly excite the loose magnets in order to gener-
ate the sounds. Nonetheless, through the processing tech-
niques applied to the sound, the composer is capable of
architecting time, which is a critical aspect of most music
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notation.

5.3 Relational Inscriptions

Magnetic scores also mutuate some of their features from
event scores. As we have seen in 3.2, in numerous event
scores the inscription is dynamically generated through the
performers’ interactions inside (and sometimes with) the
performative space. The idea of the artwork as situation-
ally emerging within the social context in which it is ex-
perienced, and out of the complexity of the relations be-
tween the people involved in its production and fruition,
is at the centre of Bourriaud’s relational aesthetics. From
this stance, the aesthetic experience becomes a participa-
tive process that discursively generates the artwork.

This relational take is a key feature of the magnetic
score’s design. Rather than functioning one as an encod-
ing and the other as a decoding component, both the board
and the controllers have magnets embedded within. As a
consequence, the readings of the magnetic fields that carry
the inscription are the emergent result of their reciprocal
interactions. Because of this, the score could not be con-
sidered as inscribed on the board alone, nor is it the unilat-
eral result of the performer’s action: it rather dynamically
emerges as a series of events, or encounters, between the
composer’s ideas as inscribed through the displacement of
the magnets, and the performer’s exploration of the board
with the magnetic discs.

Through this, the magnetic score invites the performer to
become an active participant in the compositional process,
and it does so at the inscription level, by translating the
composer’s and performer’s intentions into a common so-
matosensory and sonic manifestation. This is a critical as-
pect to take into account during the compositional process:
in designing the magnetic board, it becomes necessary to
consider how the magnets’ positioning suggests particular
gestures to the performer, and how such gestures are af-
fected by the shape, material and orientation of the board.

In this first iteration, we developed a rectangular board
whose width is much greater than the height. This sug-
gests a longitudinal exploration of the inscription and al-
lows to operate symmetrically with each disc on one end.
The mappings of the discs and the sound processing reflect
this symmetry, as they control identical parameters, one
on the left, and the other one on the right channel. Other
pieces might instead explore asymmetrical mappings, in
which one disc influences the parameters of the other. In
such cases, the magnet’s position and the board’s shape
might change accordingly, suggesting a whole different set
of interactions.

6. FUTURE WORK

As observed by the participants in the evaluation sessions,
the Magnetic Score may be further articulated in a variety
of ways. In future pieces, it is our intention to increase
the physical dimensions of the magnetic surface in order
to embed more magnets and extend their distancing. By
leveraging the portability and long communication range
of the magnetic discs, we envisage to experiment with ex-

tended three dimensional surfaces as well as with architec-
tural spaces such as entire rooms and buildings. In such
situations, we wish to dig into the diffused character ac-
quired by the musical score, and into the different subjec-
tivities emerging out of the performers’ embodied interac-
tion with differently informed spaces.

We also envisage experimenting with additional inscrip-
tion layers. Through transparent surface revealing the po-
sition of the magnets, or through symbols written on the
magnetic board, the composer may be able to suggest more
articulated interactions and to build upon the incidental
relations emerging between the haptic and the visual do-
mains. Additional inscriptions may be also generated by
introducing materials that interact with the magnetic fields,
such as ferromagnetic powder or ferrofluids. Through this,
a dynamic representation layer would be introduced, thus
combining the prescriptive nature of the magnetic score
with a descriptive one and changing the grounding of the
audience and of the performers in relation to the score.

Finally, we anticipate to further develop this system by
coupling the permanent magnets embedded on the sur-
face with a series of electromagnets whose polarities and
strength are digitally controlled. This would allow to dy-
namically change the notation, and to introduce new agents
in the form of generative algorithms. The information gen-
erated by the discs through the interaction with the electro-
magnets would in turn influence the system, thus instanti-
ating a communication loop between the human performer
and the computer. By introducing elements capable of ex-
erting agency such as AI tools [33, 34] or artificial life sim-
ulations [35] as in Fig.7, and by exploring their embodied
navigation, the roles of the performer and of the composer,
the concepts of authorship and creativity and ultimately the
cultural function of the musical score may be subject to
further change.

Figure 7. Ferroneural, Jack Armitage and Nicola Privato.

7. CONCLUSIONS

In this paper we have presented the Magnetic Score, a sys-
tem consisting of a surface with magnets mounted under-
neath, and two magnetic discs held by the performer. At
the core of the Magnetic Score’s compositional approach
is the interaction between the magnetic fields of the discs
with those of the magnets mounted on the board. Through
this interaction, the score’s inscriptions are generated as
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somatosensory feedback and interpreted as data for the
processing of the sound.

We explored magnetic scores with the aim of reflecting
upon the merger between score and instrument in contem-
porary musical practices from the perspective of systems
that do not solely rely on graphic signs. We argued that
magnetic scores are a subcategory of inherent scores that
further merges information, sound generation and repre-
sentation into an inextricable whole: in order to be read,
the score has to be experienced.

We also argued that in magnetic scores the nature of the
inscription is relational, in that it emerges from the interac-
tion between the controllers held by the performer with the
surface as designed by the composer, rather than being uni-
laterally inscribed. Because of this, the creative intention
of the composer inextricably merges and overlaps with that
of the performer, supporting the indeterminacy and open-
ness of the modern artistic poetics as postulated by Eco,
as well as the transitivity of the aesthetic experience as de-
scribed by Bourriaud.

We believe that the magnetic score adds to the al-
ready pluralistic and heterogeneous nature of contempo-
rary scores and notational practices, in that it explores them
from the perspective of the embodied experience, by sug-
gesting performative gestures through the reciprocal attrac-
tion and repulsion of the magnetic fields. In this paper
we have presented a generalised overview of this system,
and defined it as the combination of a bi-dimensional or
tri-dimensional surface with embedded magnets, and two
magnetic discs that decode the information. Nonetheless,
specific instances can be as deterministic and prescribed as
the composer desires.

By performing and presenting this system to an audience
new research questions have arised: what new performa-
tive practices does the embodied, somatosensory manifes-
tation of the score suggest? What types of information is
it possible to convey through magnetic inscriptions? What
other forms could magnetic scores take? Our intention is
to release the hardware and software specifications of the
system such that other people can build their own and con-
tribute to the exploration of these questions.
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ABSTRACT 

Scores designed to be displayed on screens provide the op-
portunity for composers to dynamically update infor-
mation and musical instructions presented to performers 
during the moment of performance. Such scores may be 
responsive to the agency of performers or audience mem-
bers, providing new forms of structural organization or 
ways in which denoted musical material can be trans-
formed. This paper explores the creative possibilities of 
such reactive scores and situates them within a historical 
tradition of malleable notation. Two works by the author 
are discussed in which real-time features of the musical 
performance drive the notational transformations of the 
performance score. 

1. INTRODUCTION

The concept of a score as an assemblage of malleable parts 
is not necessarily a new one [1, 2]. Stockhausen’s Refrain 
(1959) which features a mobile transparent strip contain-
ing various articulations and ornamentations which apply 
to the printed score, and John Cage’s works featuring 
transparencies and printed notation such as Fontana Mix 
(1956) which are assembled by performers to create a per-
formance score, are two early examples of such ap-
proaches to notation.  

Figure 1. Stockhausen’s Refrain (1959) with its distinctive 
circular score (left), and Cage’s Fontana Mix (1956) which 
is assembled by the performers from preprinted sheets and 
transparencies (right). 

While the malleability of a score is naturally constrained 
by the physical properties of the media upon which it is 
inscribed, the growing adoption of screen-based scores and 
the rapid development of networking technologies, has af-
forded new degrees of transformational agency to both au-
diences and performers. To an extent, such reactive scores 
are situated within a tradition of participatory art although 
there is an important distinction to be made in that much 
participatory art practice is motivated by themes of politi-
cal and social engagement [3, 4], or a desire to situate the 
audience in performative, creative roles [5]. The type of 
reactive scores discussed in this paper, however, are de-
signed to be interpreted by performers with their range of 
possible transformations affected by the dynamic play of 
audience or performer agency. 

2. AUDIENCE AGENCY

The correlation of audience agency to a performance 
score’s transformation typically follows one of two strate-
gies – synchronous, where audience members are invited 
to help shape a performance score during the live perfor-
mance, or asynchronous, where a score’s instantiation is 
contingent on prior decisions or selections made outside of 
the live performance space. In both modes, audience 
agency typically operates within a preestablished frame-
work, constrained to affect a select number of musical pa-
rameters. 

Composer Jason Freeman has adopted both synchronous 
and asynchronous modes of audience engagement. In his 
Saxophone Etudes (2011), members of the audience are in-
vited to help shape the musical properties of the score dis-
played to the saxophonist during the live performance [6]. 
Through a simple interface displayed on a smartphone, see 
Figure 2, audience members can vote on a range of tempo, 
dynamic and articulation options. The collective results of 
this polling are superimposed onto the score read by the 
performer, helping to guide their live interpretation. 
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   Figure 2. The smartphone interface for Jason Freeman’s 
Saxophone Etudes (2011) used by listeners to guide the 
performer’s interpretation. 

An asynchronous approach to audience agency is fea-
tured in Freeman’s earlier work Graph Theory (2006), for 
solo violin or cello. In this work, audience members 
choose different pathways through short, looping melodic 
units presented on a dedicated website with these choices 
affecting the probability weightings used to generate a per-
formance score, see Figure 3. Of particular note in Graph 
Theory is the UI design which adopts simple color map-
pings and a graph style visualization of a melodic cell’s 
pitch-time structure, to facilitate understanding by users 
who may not be able to read common practice notation.  

Figure 3. User interface for Jason Freeman’s Graph The-
ory (2006). 

Kevin Baird’s No Clergy (2005) adopts both an asyn-
chronous and synchronous approach to the real-time crea-
tion and transformation of a score [7]. During perfor-
mance, members of the audience can affect a range of mu-
sical properties such as articulation and dynamics which 
affect subsequent development of the score displayed with 
GNU LilyPond. Like Freeman’s Graph Theory, the inter-
face presented to the audience avoids common practice no-
tation, and features simple slider controls and buttons, see 
Figure 4. Similarly, the user interface for Zhang et al.’s 
Open Symphony web-based interactive system [8], has 
been carefully designed to present an easily intuited con-
trol system for presenting different styles of musical per-
formance, see Figure 4. 

Figure 4. User interface design for Kevin Baird’s No 
Clergy (2005) (left) and Zhang et al.’s Open Symphony 
(right). 

 Rather than interacting through a software interface, 
Wulfson’s LiveScore system features a hardware control-
ler which audience members can manipulate during per-
formance to affect the textural density, pitch, rhythmic, 
and dynamic properties of a screen-based score [9]. Such 
an approach to audience engagement, where the actions of 
audience members are so obviously foregrounded, pro-
motes a very different experience than those works in 
which the agency exercised by the audience is more con-
cealed.  

3. PERFORMANCE AGENCY

Perhaps not surprisingly, works featuring reactive scores 
responsive to audience agency form a small number. More 
commonly, score transformations tend to be correlated to 
decisions made by performers prior to performance, as in 
works such as Refrain or Fontana Mix, or synchronously 
through response to decisions or musical activity made 
during the moment of performance itself. 

A key technical factor in the evolution of performance-
driven reactive scores has been the development of score 
following techniques and softwares such as AnteScofo 
[10] and software technologies for facilitating the real-
time display of musical notation including INScore [11],
MAXScore [12], and Bach [13]. While most score follow-
ing software has been designed to track the nuances of a
live performance and provide synchronous electronic ac-
companiment, see for example works such as Marco
Stroppa’s ...of Silence (2007) or Philippe Manoury’s recent
Das Wohlpräparierte Klavier (2021), more simple tech-
niques of providing control over a score’s evolution have
included the use of foot pedal cues such as those employed
in Seth Shafer’s Terraformation (2016) in which the per-
former controls progression through the screen-score
through various pedal cues [14].

In his work Semaphore (2014), composer Richard Hoad-
ley has developed a reactive notation system in which the 
physical gestures of dancers are tracked with a Kinect in-
terface and used to transform the display of a predeter-
mined text [15]. Spectral features of the spoken text are 
then used to generate music notation which is in turn pre-
sented to performers through the INScore system [11]. The 
musical performance is, in turn, interpreted by the dancers 
establishing a complex feedback loop. 
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A more unusual mapping of performance physicality to 
notation occurs in Erich Berger and Peter Votava’s, per-
forming as the duo Terminalbeach, work Pixelache with 
the Heart Chamber Orchestra [16]. In this work, the heart-
beat of each member of the orchestra is monitored with 
electrocardiogram sensors. This data is then used to gener-
ate a musical score which is displayed on screens placed in 
front of each of the performers, see Figure 5. 

Figure 5. Performance score generated from ECG data 
in Berger and Votava’s Pixelache (2012). 

Feedback systems, which are a natural paradigm of reac-
tive notations, are more overtly featured in Andrea Valle’s 
Dispacci dal fronte interno (2012) for strings and live elec-
tronics. In Valle’s work, audio features of the live string 
performance are analysed and used as control material for 
processes which generate music notation that is printed 
during performance, see Figure 5, passed on in the form of 
dispatches to the live musicians and reinterpreted [17].  

Figure 6. Notation generated in response to performance 
input for Andrea Valle’s Dispacci dal fronte interno 
(2012). 

For composers exploring the affordances of notation re-
sponsive to performance agency, the extraction of audio 
features of a live performance is necessary. Composer Sam 
Hayden and violinist Mieko Kanno have recognized this in 
current work being undertaken in the development of their 
live notation system NEXUS [18], which is integrating 
real-time audio analysis into the generative processes used 

to create notation. This is being achieved through a range 
of external Max external objects which provide real-time 
information on musical parameters including pitch, ampli-
tude, and timbre.  

4. FEATURE EXTRACTION AND MAPPING

The author has explored the creative affordances of reac-
tive scores in two recent works, both of which feature 
three-dimensional graphic performance scores presented 
to the performers in mixed reality space. Both works rely 
on the real-time analysis of a live performance to extract 
audio features which are subsequently mapped to visual 
properties of the performance score.  

4.1 5x3x3 (2019) 

5x3x3 (2019) was developed for the ELISION ensemble 
and uses the HoloLens, an augmented reality head-
mounted display developed by Microsoft, to project a 
three-dimensional holographic score in the performance 
space for each of the three performers. The score itself is 
dynamically transformed during performance and consists 
of a three-dimensional construct of colored nodes con-
nected by lines, or edges in network graph nomenclature, 
of various colors and curvature. Each of the nodes repre-
sents the onset of a musical note with the node’s color de-
noting a type of articulation. Pitches are specified by edge 
colors and the duration of notes by an edge’s spatial length. 

As performers physically explore the performance score 
holographically situated within the performance space, an 
FFT analysis is performed upon the sonic results within a 
Max patch. Data derived from this analysis is then scaled 
and sent via OSC to transform the curvature of the edges 
connecting nodes within the performance score and the 
size of the nodes themselves, see Figure 5. Edge curvature 
is interpreted by performers in the form of timbral trans-
formation with the scale of curvature directly correlating 
to the scale of transformation while relative node size is 
mapped by the performers to different dynamic levels. 

Figure 5. Selection from the score for 5x3x3 (2019) 
within the Unity 3D development environment showing 
various edge curvatures between nodes. A real-time FFT 
analysis is used to map control points of the Bézier curves 
drawn between nodes. 

47



4.2 reTweets (2022) 

5x3x3 was the first work of the author’s to explore the 
musical affordances of reactive notation. Given the tech-
nical complexity of the performance system, the mapping 
of real-time performance data to features of the graphic 
score was deliberately kept relatively straightforward.    
reTweets (2022) adopts a more sophisticated approach. 
Like 5x3x3, it features a three-dimensional score presented 
in mixed reality space but in reTweets, the performance 
score is generated through a real-time linguistic analysis of 
tweets posted to Twitter. 

reTweets is run from a Jupyter Notebook and uses the 
Tweepy Python library to access the Twitter public API 
and return tweet data on predetermined keywords.1  A de-
pendency parse is performed on the returned tweet with 
spaCy,2 a powerful natural language processing library, 
and the word vectors of each token are called from Gensim 
using a model trained on Google news.3 While it is beyond 
the scope of this paper to delve deeply into the theory of 
word vectorization and embedding, for this the reader is 
referred to [19], the basic Natural Language Processing 
concept is that words may be represented with high dimen-
sional vectors,  where words that are semantically similar, 
e.g. “bathe”, “wash”, “clean” will return word vectors
closer than words semantically dissimilar, e.g. “apple”,
“laundry”, “smoke”. In Gensim, word vectors are of de-
fault size 100, which in order to be mapped to a Cartesian
coordinate, as is required in the reTweets visualizations,
must be reduced to three. In reTweets, this dimensional re-
duction is performed with scikit-learn,4 with all returned
data subsequently visualized in a three-dimensional node
graph within a VR scene. An example of a retrieved tweet,
its dependency parse, and subsequent visualization is pre-
sented in Figure 6. Each token within the tweet is repre-
sented by a node and the dependencies between tweets de-
noted by white-colored edges.

1 https://tweepy.org 
2 https://spacy.io 

Figure 6. Original tweet (upper), partial dependency 
parse (middle) and three-dimensional visualization (lower) 
in the Unity 3D development platform of a tweet retrieved 
on keyword “Ukraine”. 

 reTweets adopts a similar mapping strategy to previous 
works by the author where nodes denote the onset of sonic 
events with their color indicating specific pitches. The du-
ration of these events is denoted by the spatial separation 
between nodes while connecting edges suggest how per-
formers may determine the sequence of events. Visualized 
tweets are positioned in a series within a VR scene as 
shown in Figure 7. 

Figure 7. Positioning of tweet visualizations within the 
VR scene in the Unity 3D development platform. 

During the live performance, various audio features of 
the musical performance (pitch, amplitude, spectral cen-
troid, and spectral flux) are extracted with the zsa.de-
scriptors library [20]. This data is then used to transform 
the spatial distribution of nodes within each of the tweet 
visualizations which establishes new temporal relation-
ships between events.  

Supplementing the feedback loop established between 
the score and the performers, reTweets features an 

3 https://radimrehurek.com/gensim/index.html 
4 https://scikit-learn.org 

48



additional feedback mechanism whereby the spatial repo-
sitioning of nodes generates new word vectors and tweets 
which are subsequently posted back to Twitter. This pro-
cess is built on the computation of Word2Vec similarities 
within Gensim [21] and effectively creates a greater pool 
of tweets which may be sampled for recurrent visualiza-
tions. A schematic of the entire performance system for 
reTweets is presented in Figure 8. 

   Figure 8. Schematic of the performance system for 
reTweets (2022). 

5. CONCLUDING THOUGHTS AND FUTURE DI-
RECTIONS 

The correlation of audience or performance agency to no-
tational features within a performance score presents nu-
merous compositional challenges. Foremost amongst 
these, perhaps is the extent to which scores are affected by 
agency and how this might in turn affect the large-scale 
organization of musical material. In the author’s work, 
while performance agency affords some flexibility of mu-
sical results, this agency is always bound within certain 
pre-determined constraints allowing consistent musical 
structure to be realized. In 5x3x3, for example, the timbral 
transformations folded into the score are always bounded 
by certain limits while in reTweets, the degree of score 
transformation becomes its own compositional determi-
nant. Similarly in works in which audience agency is cor-
related to score transformations such as those described 
earlier, this agency becomes a carefully mediated action of 
choice. Through the foregrounding of such choice, mem-
bers of the audience are encouraged to exercise their 
agency which, ironically perhaps, discourages any willing-
ness to linger within a moment. Chan frames this dichot-
omy in terms of the vita activa and the vita contemplativa 
arguing that the push away from the contemplative life 
fundamentally transforms our experience of duration and 
time towards one of consumption [22]. How audience 
agency is reconciled within such an aesthetic framework is 
a particular challenge. 

While there are certainly many areas of promising en-
quiry with the potential to yield fruitful musical results, the 
rapid evolution of GPT-3 models suggest one particularly 

interesting area of investigation. Aligned with features ob-
tained through a more sophisticated stylistic analysis of 
live performance, perhaps through the application of pre-
viously developed techniques of learning a musical corpus 
[23], real-time predictive modelling could be used to cre-
ate live, reactive scores that facilitate particular types of 
musical collaboration within members of a small ensem-
ble. Scores could be adaptive to certain musical styles, fos-
tering new types of musical collaboration and indeed ena-
bling collaboration itself to assume structural valence. 
However these possibilities might play out, it seems inev-
itable that more sophisticated techniques of feature extrac-
tion will be an important contributor to any future devel-
opment of reactive scores. 

How works which feature reactive scores might offer 
new aesthetic affordances is of course an open question. 
Deleuze frames the collapsing of the past into the present, 
an experiential characteristic of any work built on feed-
back systems, through his concept of the plane of imma-
nence and perhaps that is a helpful place to begin such an 
analysis [24]. Whatever the outcomes, reactive scores 
would seem to offer unique pathways for aesthetic inves-
tigation and exciting opportunities for creative expression. 
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ABSTRACT

Dynamic scores have gained popularity as an innovative 
intervention in musical performance, providing novelty for 
both performers and audiences. In this paper, we discuss 
agential scores and the implications of their emergent, self-
organising, and entanglement affordances for musical per-
formance ecologies. We approach this through practice-
based research, introducing Tölvera, an artificial l ife soft-
ware library for agential scores. We propose a typology 
of interaction scenarios for agential scores and investigate 
a subset of these, presenting the outcomes of early artis-
tic encounters with Tölvera between two improvising gui-
tarists. Reflecting o n  o ur e x periences, w e  e mphasise the 
unique challenges that emerge from engaging with scores 
as real-time agents, suggesting that agential scores pro-
mote fluidity of form in notation, which consequently prompts 
performers to identify with, mirror, and attune to them. 
Although scores have always possessed agency, we argue 
that a more explicit and practical focus on agency raises 
new questions and offers new possibilities for the intra-
actions between human and non-human agents within mu-
sical ecologies.

1. INTRODUCTION

Musical scores serve as pivotal components within the mu-
sical cultures in which they are utilised, influencing the 
thoughts and actions of composers, performers, concert or-
ganisers, audiences, and music as a whole. This impact can 
be characterised in terms of material agency. Histor-ically, 
the vigour of this agency has been limited by dis-play and 
reproduction technologies, such as print media. However, 
computational multimedia scores are now truly coming to life 
through innovative mediums encompassing biology, artificial 
life simulation, and artificial intelligence. In the mediaeval era, 
music notation evolved into standards that represented 
principles in instrument making, musical training, and 
performance contexts. However, notation ex-perienced 
significant diversification beginning in the twen-tieth century.
   Under prescriptive notation, new developments and sym-
bols have been added to the traditional Western notational

system. These include graphic scores, enhanced tablatures,
verbal notation [1], event scores [2], generative software
and live coding [3], instruction pieces [4], realisation scores
[5], soundpainting [6], S-notation for DJs [7], and ani-
mated notation [8]. Additionally, tangible [9] and hap-
tic [10] scores, artificial life scores [11], and more have
emerged.

Generative and dynamic scores have been extensively in-
vestigated, and the role of computational technologies is
crucial in their implementation: computers enable us to
achieve truly “dynamic media” [12] that were impossible
with acoustic or purely analogue electronic technologies.
These scores exhibit such diversity that their own becomes
fluid and interchangeable with that of the composer, in-
strument or audience. Such systems span from being open
to interpretation, where performers interpret as they wish,
to more rigid systems where performers precisely execute
what the system generates, for instance, by playing gener-
ated notes displayed in staff notation.

In our work involving dynamic and agential scores, we
endeavour to utilise the emergent and self-organising prop-
erties of artificial life as a notational system for compo-
sition and performance. This is part of our wider effort
to develop a library of technical components for compos-
ing musical systems, encompassing real-time MIDI mod-
els [13], feedback systems [14], sensors, actuators, and
more, which we refer to as the Organolib 1 . The Organolib
does not target a specific combination of composer, inter-
preter, instrument, and audience; instead, it aims to pro-
mote an ecological mindset regarding the distribution of
agencies among technical elements and musical roles. Ul-
timately, we strive to facilitate the emergence of epiphe-
nomenal structures that could be characterised as musical
agency.

This paper presents our preliminary investigations into
agential scores through artificial life. In contrast to the
recent trends in artificial intelligence that favour machine
learning approaches, both in industry and the arts, artifi-
cial life remains a relatively marginalised field, albeit one
that may be experiencing a resurgence in interest. For us,
artificial life serves as an almost literal Petri dish for prac-
tical exploration into musical agency [15], providing a di-
verse array of systems and species that inevitably engage
with topics such as biology, evolution, ecology, philoso-
phy, computation, and more.

1 https://iil.is/research/organolib
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2. BACKGROUND

2.1 Perspectives on Agency

The concept of agency frequently arises in the realm of
new musical instrument design. These instruments are per-
ceived to possess a certain degree of agency, influencing
how we think, play, and behave within a specific perfor-
mance ecology [16]. However, there is no general consen-
sus on the meaning of agency, and various theoretical fields
offer different perspectives.

In this context, we can contrast analytical philosophy,
which views agency as a property of an intelligent being,
typically the intentional action of an ethical human being
[17], with theoretical biologists who regard agency as a
characteristic of living organisms, as exemplified in the
theory of autopoiesis [18]. Additionally, sociologists and
philosophers of technology consider agency as a property
of matter and objects [19], or of their intra-action [20].

Frauenberger refers to the convergence of these diverse
viewpoints as “entanglement HCI” [21], asserting that “it
is through non-human agency that we can create nuanced
links between design intent, context of use, and people
intra-acting with technology.” In response to this notion,
Nordmoen and McPherson describe a “decentring from hu-
man to more-than-human” approach in their practical ex-
plorations of interactive systems, acknowledging the “ecolo-
gies of different types of knowledge and raw materials” in-
volved [22].

The autopoietic theory by Maturana and Varela [18] char-
acterises living organisms not as physical entities, but rather
as networks of processes [23]. Some have advocated for a
“more embodied reformulation of autopoiesis” to address
the perceived overly disembodied nature of the autopoi-
etic theory’s original formulation [24]. This argument for
embodiment resonates with Sarah Kember’s cyberfeminist
critique of ALife, which challenges earlier conceptions of
life as information [25].

2.2 Exploring Agency through Boundary Objects

In the realm of musical instrument theory, agency is char-
acterised as a relational concept [26]. Although sociologist
Latour finds it reasonable to attribute agency to a specific
door-locking mechanism [27] (thing-agency), such a no-
tion may not be appealing to a biologist (bio-agency). As
we engage with intelligent instruments, we are not only
confident in our recognition of agency within the technolo-
gies we create but also actively investigating the bound-
aries surrounding the term. This is not a straightforward
task, particularly as the concept of agency is rapidly evolv-
ing within the context of contemporary AI advancements.

In this regard, we perceive our agential scoring system,
delineated in the subsequent section, as a boundary ob-
ject [28] for examining agency from a multitude of diverse
perspectives. Stapleton and Davis [29] discuss agency as
distributed and relational, occurring in the interaction be-
tween the performer and the instrument. We concur with
this ontology; however, in our work with artificial life and
machine learning, it is also intriguing to investigate how we
and the users of our instruments engage with these terms

when projecting our ideas onto the dynamic behaviour of
our systems [14]. Our research programme does not aim
to rigidly define these terms from the outset; instead, we
endeavour to observe how they are applied in the context
of use by composers, performers, and audience members.

3. AGENTIAL SCORES

Taking into account the perspectives reviewed in Section
2.1, we propose an approach to musical notation that we
call agential scores. Initially, we have been considering
an agential score as one that responds to environmental in-
puts, possesses goals or directions, seeks equilibrium or
development based on these objectives, and maintains a
self-identical unity that endures over time. In our work in-
volving artificial life as components of dynamic scores and
musical instruments, we explore emergent behaviours that
arise only when individual parts interact within a larger
system. Although attributing goal-seeking characteristics
may appear anthropomorphic, recent biological theories
have challenged the notion of restricting such terms exclu-
sively to humans [31]. In this spirit, we prefer to maintain
openness regarding defining this space.

In this section we start from the bottom-up, by describing
the agency of raw notational inscriptions, and then move
to the top-down, by describing the entanglements [21] be-
tween scores, instruments, composers and performers. Then
we turn to describing what emerges out of these entangle-
ments in terms of assemblages [32] and intra-action [20].

3.1 Agency of Points and Lines

The historical significance of points and lines can be traced
back to the earliest known human writing systems [33],
and primitive geometries have been found to possess con-
sistent interpretations across cultures and geographies [34].
Similarly, points and lines are also deemed to be prevalent
elements in numerous forms of music notation throughout
history [35].

In static, dynamic, and computational musical scores, points
and lines exhibit distinct agencies, akin to their differences
in paintings, animations, and real-time computer graph-
ics. The painter Kandinsky ascribed concealed human at-
tributes to points, characterising them as “the highest de-
gree of restraint which, nevertheless, speaks.” [36] An-
other artist, Paul Klee, illustrated in his pedagogical sketch-
book, “An active line on a walk, moving freely, without
goal. A walk for a walk’s sake. The mobility agent is a
point, shifting its position forward.” [37] Although paint-
ings remain static, our eyes move in relation to them, and
both Kandinsky and Klee imbue their stationary media with
a sense of motion. Conversely, animated points and lines
exhibit actual movement. Pioneer Norman McLaren’s con-
cept of “pure” cinema emphasised “little or no reliance on
factors other than motion”, favouring the expressive poten-
tial of basic forms over cinematography [38].

Nonetheless, once drawn or rendered, the motion of points
and lines in animation remains fixed in time. In this con-
text, we can differentiate between a temporally fixed dy-
namic score and a procedural dynamic score, where the
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(a) FerroNeural (2023) featuring gestural control of a Tölvera
scene via handheld magnetic disc controllers [30]. Authors:

Nicola Privato and Jack Armitage.

(b) Motherbird (2023) featuring interactive Tölvera murmuration
simulation. Authors: Jessica Shand, Manuel Cherep and Jack

Armitage. Photo: James Day, MIT Media Lab.

Figure 1: Photos from the development of the first two collaborative musical works that incorporate Tölvera.
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Figure 2: Three examples of entanglements [21] with agential scores, along a continuum of complexity. We investigate
the phenomenology of self-organised scores (a, left) in Section 5. We are exploring instrument-score entanglements (b,
middle) in the piece FerroNeural (Figure 1a), and multiple entanglements (c, right) in the piece Motherbird (Figure 1b).

latter is rendered in context, such as during live drawing
or when utilising software. Specifically, with software, the
preconception of motion is abstracted into the code. Self-
organising swarms represent one artificial life approach for
delegating notational dynamism in a manner that leads to
the emergence of intriguing behaviour. Within this emer-
gence, there exists the potential for points and lines with a
fluid materiality, which reside “in the grey area of the con-
tinuum and have both the affordance of things and stuff”
[39]. Self-organising systems advance the tradition of scores
as points and lines, offering novel ways of experiencing
fluid points and lines as notation.

3.2 A Typology of Entanglements with Agential
Scores

Owing to the potential combinations of mappings between
scores, instruments, and musicians, there is plenty to ex-
plore. Figure 2 depicts three examples of what we describe
as entanglements with agential scores, following Frauen-
berger’s description of entanglement human-computer in-
teraction (HCI) [21]. In this way we suggest a typology
of entanglements with agential scores based on identify-
ing the network of relationships between “agents”, as one

way of decomposing the space of agential scores. There
are many more possibilities that could potentially be de-
scribed in this typological manner. We have found distin-
guishing types of entanglements can aid in the early stages
of the agential score composition process, and when in-
troducing agential scores to collaborators. There is also
potential for such a typology to be developed further and
used as an analysis tool, since it can also be used to de-
scribe performance ensembles and ecologies that do not
necessarily make use of dynamic or computational media.
We envision this might be useful as one of many “ad-hoc
taxonomies” in a heterarchical organological interpretation
[40].

3.3 Assemblages and Intra-action

We must also address the limitations of a purely typolog-
ical approach to agential scores, which can only describe
the elements of an entanglement and their relationships in
simple terms, and not the emergent properties that arise
from the interactions between them. Théberge proposes
to consider musical instruments as assemblages, “compo-
nents within a network” where the instrument maker’s role
is to “design relationships” rather than objects [32]. Barad

53



Figure 3: Examples of Tölvera combining Boids particles and Physarum pheromone trails, where the Boids particles also
deposit pheromones to attract the Physarum. The variations arise from each species’ behavioural parameters and the

weighting of the mapping between them.

would describe working with musical scores from this per-
spective as a form of intra-action, “the mutual constitution
of entangled agencies”, which is contrasted with “the usual
’interaction’, which assumes that there are separate indi-
vidual agencies that precede their interaction”. For Barad,
“agencies are only distinct in relation to their mutual en-
tanglement; they don’t exist as individual elements”. [20]
Though emergent properties can be described in the reduc-
tive context of computer simulations, these are potentially
much less determinable in the context of live musical per-
formance. Detailed interpretations and reflections of these
do exist in the context of highly entangled musical instru-
ments [26, 29], but less appears to have been said about the
role and agency of (particularly dynamic) scores in such
entanglements. It is here that we perceive a research need
that the framing of agential scores can potentially help to
address, if it can be put into practice.

3.4 Agential Scores in Practice via Artificial Life

This work represents our first attempt to practically inves-
tigate agential scores, using artificial life, as many have
done before although not with our specific aims and moti-
vations in mind. Artificial life has been employed in both
the sciences and the arts for various purposes. Christo-
pher Langton, a founding advocate for the field, defines it
as “life-as-it-could-be” [41]. Researchers within the field
have elucidated and investigated how it can assist biolo-
gists and cognitive scientists in exploring the intricate is-
sues of mind, agency, intelligence, and autopoiesis [18].
Although machine learning, particularly deep learning, has
recently been the most publicised subdomain of artificial
intelligence, there is now a growing interest in incorporat-
ing self-organising systems within these fields [42]. Ad-
ditionally, machine learning is being utilised to train high-
level goals in self-organising systems [43, 44]. In the arts,
artificial life has been applied in the realm of computa-
tional creativity as systems capable of producing creative
outcomes, such as in music or computer graphics [45]. In
this context, artificial life is not perceived as a tool for solv-
ing problems but rather as an instrument that offers inno-
vative, generative patterns and creative pathways [46].

4. TÖLVERA: A LIBRARY OF NUMBER BEINGS

Tölvera 2 is an open-source Python library for designing
musical instruments and musical notations using artificial
life 3 . Compared with existing tools like NetLogo and Golly,
Tölvera is designed to use a modern and portable imple-
mentation, be more accessible and extensible to creative
coders, and to be more easily integrated into musical in-
struments and notation systems. The name is an example
of a kenning, a metaphorical compound expression found
in Old Norse and Old English poetry. Tölvera combines
the Icelandic words for computer (tölvu, derived from tala
- number - and völva - prophetess or oracle) and being
(vera). Our lab is situated in Iceland, and we have discov-
ered that immersing ourselves in the local culture enhances
our work and encourages public participation and collab-
oration [14]. We are also intentionally engaging with the
agency of the Icelandic language itself, juxtaposing arti-
ficial life and musical scores with Icelandic folklore and
mythology. Combining number with being also alludes to
the discourse surrounding embodiment in artificial life, as
discussed in Section 2. Listing 1 shows a simple Tölvera
program that renders particles to a window.

1 import taichi as ti
2 import tolvera as tol
3 def main(x=1920, y=1080, n=512, species=3):
4 ti.init()
5 particles = tol.Particles(x,y,n,species)
6 pixels = tol.Pixels(x,y)
7 def render():
8 pixels.clear()
9 particles(pixels)

10 pixels.show(render)

Listing 1: Example of a Tölvera program that renders par-
ticles to a window.

2 https://github.com/Intelligent-Instruments-Lab/
iil-python-tools/tree/master/tolvera

3 Please see the Tölvera YouTube playlist for demos and work-in-
progress experiments https://www.youtube.com/playlist?
list=PL8bdQleKUA1vNez5gw-pfQB21Q1-vHn3x.
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4.1 Number Beings

Tölvera consists of a small number of simulations (vera,
or beings) that are variously inspired by physics, biology,
computation, or some mixture of these. Familiar exam-
ples include Boids, the classic flocking algorithm by Craig
Reynolds. [47], and Physarum, a slime mould simulation
popularised by artists such as Sage Jensen 4 . [48]. We are
experimenting with adding many more vera such as Lenia,
an artificial life continuous cellular automata (CCA) sys-
tem discovered by Bert Chan, as a smooth generalisation
of Conway’s Game of Life. [49]. However, so far we have
focused on the design of the library, so that it can be easily
used by creative coders, and extended by other developers.
Listing 2 shows a Tölvera program that renders multiple
species of particles to a window.

1 def render():
2 pixels.diffuse()
3 boids(particles)
4 particles(pixels)
5 physarum(particles)
6 pixels.set(physarum.trail.px)

Listing 2: Example of a Tölvera render function that
creates compound motion of particles by combining
boids and physarum algorithms. In future this will
be syntactically simplified via method chaining to e.g.
particles.boids(args).physarum(args).

Any real-time Taichi program can potentially be added
or contributed to the Tölvera library, and though we do not
prescribe a coding style, so far we follow Taichi’s objec-
tive data-oriented programming paradigm by implement-
ing each species or simulation as a data-oriented class. 5

As in other real-time creative computing contexts, each
class aims to provide simple “process” functions that step
the simulation forward and update behavioural parameters.

4.2 Mappings and Visualisations

One of the expressed aims of Tölvera is to commingle in-
terfaces and instruments with artificial life. In this way,
we envision that instruments provide input and output data
streams to Tölvera, becoming its connection to physical
reality. At the same time, Tölvera becomes integrated into
the instrument for its performer. Listing 3 shows how to
send and receive OSC messages from a Tölvera program.

Tölvera can by default run as a window on a regular com-
puter screen. However, we have observed that projecting
Tölvera onto horizontal surfaces (either from above or be-
low) encourages intimate engagements, through tactile in-
terventions such as hand-drawing notation, and improvised
use of objects as notation (see Figures 1 and 4). Further,
Tölvera could in future integrate computer vision to recog-
nise these as inputs to the simulations, resulting in a com-
mingling of physical and computational processes.

4 https://cargocollective.com/sagejenson/
physarum

5 https://docs.taichi-lang.org/docs/odop

1 p = tol.Particles(x,y,n,species)
2 # ...
3 osc_update = OSCUpdaters(osc, client="simple",
4 receives={
5 "/particles/set/pos": p.osc_set_pos,
6 "/particles/set/vel": p.osc_set_vel
7 }, receive_count=10,
8 sends={
9 "/particles/get/pos/all": p.osc_get_pos_all

10 }, send_count=60
11 )
12 # ...
13 def render():
14 osc_update()
15 pixels.clear()
16 particles(pixels)

Listing 3: Example of OSC messages being sent and re-
ceived by the OSCUpdaters class in Tölvera. Counters
are used to rate-limit how frequently received messages are
processed and how frequently messages are sent. This al-
lows OSC messages to be sent and received at a rate that is
independent of the frame rate.

4.3 Implementation

Tölvera programs can be run in real-time on the CPU or
GPU of a modern laptop, 6 and combined with other Python
libraries enabling additional features such as machine learn-
ing. Tölvera is implemented in Taichi 7 , an imperative,
parallel, domain specific language embedded in Python,
for high-performance numerical computation. Taichi uses
just-in-time (JIT) compiler frameworks such as LLVM, to
offload compute-intensive code to native GPU or CPU in-
structions. We chose Taichi because it enables optimised
graphics programming through a familiar high-level lan-
guage, and because, being embedded in Python, it can in-
teroperate with the rich tapestry of the machine learning
ecosystem. Taichi programs can also be run on the GPU
without any visual rendering, allowing the programs to be
run “headless” in more resource-constrained contexts. They
can be compiled to C/C++, and then to JavaScript via Em-
scripten, and also run in Unity, 8 enabling a wide variety of
target contexts to be explored in future (see Section 6.4).

5. MUSICAL ENCOUNTERS WITH TÖLVERA

Tölvera is designed for instrumental and notational design,
and we’re researching how musicians and audiences in-
teract with the concepts of intelligence, emergence, and
agency. We’ve been conducting informal musical sessions,
called encounters, with our research prototypes to inform
design iterations and inspire future encounters. We present
an ethnographic account of these encounters in this sec-
tion, and offer an interpretation of the emerging themes in
Section 6. Two professional guitarists participated in an

6 Modern laptop with a GPU supporting backends such as OpenGL,
CUDA, Vulkan and Metal: https://docs.taichi-lang.org/
docs/hello_world.

7 https://github.com/taichi-dev/taichi
8 https://github.com/taichi-dev/

Taichi-UnityExample
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(a) Boids clustered into spheres, with players ’identifying’
as metal bowls on the floor.

(b) Players improvising in response to
Physarum pheromone trails.

(c) Boids and Physarum combination, with Player A
’conducting’ Player B’s attention.

(d) Boids and Physarum combination, with Player B
’conducting’ Player A’s attention.

Figure 4: Video stills of four setups from the Tölvera improvisation session. Tölvera scenes were projected from above
onto the floor. The two guitarists sat in chairs nearby.

informal session with Tölvera in an arts university studio
lab space. The primary aim was to determine the extent
to which basic configurations of Boids and Physarum par-
ticle systems could maintain engagement in an informal
improvisation setting. The guitarists played their own in-
struments, and the Tölvera designer edited and randomised
the Tölvera scenes in response to the musicians. The en-
counters lasted between three and seven minutes each.

5.1 Encounters Summaries

5.1.1 Encounter 1: Boids & Two Guitars

Figure 4a shows a video still from the first encounter be-
tween two guitarists and Boids. The Boids were divided
into two species, referred to as Species 1 and Species 2.
Player A focused on Species 1, which formed lengthy, sin-
uous streams, while Player B engaged with Species 2, which
developed into small, swiftly agitated clusters. Player A
alternated between playing phrases akin to those from ear-
lier when Species 1 crossed their bowl and maintaining a
steady rhythm of atonal chords for Species 2. Similarly,
Player B played as before when Species 2 traversed their
bowl and executed loud, heavy chord riffs when Species 1
emerged. The Boids species colours and parameters were
randomised several times to generate variations. As more
variations emerged, Player B asked, ”how do I play this?”
The music grew increasingly disjointed and chaotic as they
attempted to adapt to new scenarios. The music ultimately
ceased following a final randomisation, with both musi-

cians pausing before Player B stated plainly, ”I don’t know,”
and they both shared a laugh.

5.1.2 Encounter 2: Physarum & Two Guitars

In the second encounter (Figure 4b), the players responded
to the Physarum simulation this time. Player A played sim-
ilar spacious slide guitar notes as before, while Player B
utilised a pen to produce slide guitar sounds as well. Their
sound was considerably quieter than in Encounter 1, pos-
sibly due to the increased amount of empty space in the
scene and the reduced motion of the Physarum. Their flow-
ing, sliding gestures appeared to correspond with the twist-
ing, continuous pheromone trails. After a relatively calm
encounter, the players concurred at the end that “this was
fun”.

5.1.3 Encounter 3: Boids, Physarum, Guitar &
Conductor

Encounter 3 (Figure 4c) involved Boids and Physarum com-
bined in a Tölvera scene. The Boids left an additional
pheromone trail for the Physarum to follow, resulting in
some interaction between them. Player A acted as a con-
ductor by pointing a baton at the projection on the floor
to direct Player B, who played guitar. The encounter be-
gan with randomisation of Tölvera parameters to find a
preferred setting. Player A tracked a Physarum ring of
pheromone trail that was slowly closing in on itself while
Player B gradually increased their tempo, playing two semi-
tones. As the ring exploded back out into the space, Player
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A swept around with their baton before settling on trac-
ing another more stable pheromone trail. Player B adapted
their playing accordingly. Player A then followed vari-
ous Boids clusters from different species, some of which
were calmly floating and others that were more animated.
Player B responded to each Boid cluster differently, adapt-
ing their previous musical ideas. The conducting and play-
ing matched the progression of the Tölvera scene, becom-
ing more dynamic than the previous encounters.

5.1.4 Encounter 4: Reversing Roles from Encounter 3

In the final encounter (Figure 4d), Player A and B switched
roles from Encounter 3, with Player B becoming the ‘con-
ductor’ and Player A returning to playing the guitar. They
began by randomising Tölvera parameters to find an ap-
pealing scenario, with comments such as ”Mmm hmm,
this I like!”, ”It’s good.”, and ”It’s beautiful, no?”. Player
B started by tapping specific points and lifting their ba-
ton from the floor, causing Player A to inquire about when
to play silence. Both players laughed and shrugged in re-
sponse. Player B followed the trails of Physarum and col-
lapsing rings, responding with spacious slide guitar phrases
that mapped both ends of a trail to low and high pitches.
During the performance, Player A accidentally knocked
the projector mounting, causing both players to react with
surprised laughter as the entire scene shook. Player B then
traced a specific Boids cluster around the scene, which
suddenly changed direction and darted off the edge of the
screen. Both players laughed as Player B exclaimed and
stepped back, saying, ”I had started to sympathise [with
that cluster]... Ah, it comes back this way, right?” upon
realizing that the particles wrap around the edges of the
scene.

5.2 Post-Encounters Discussion

In a discussion, the researcher and author asked open-ended
questions about encounters, leading to a conversation about
potential Tölvera development. The players noticed the
Boids clusters would occasionally suggest a musical rep-
resentation, but were sometimes random. Player A talked
about their film scoring practices and their awareness of
“Mickey Mousing.” They found this approach safe and
comforting because it allowed for an easy association be-
tween the particles and musical gestures. However, they
mentioned feeling lost when tracked clusters vanished and
would sometimes intentionally try to lose their identity with
a cluster. Player A also described experiencing various
emotional states, such as feeling safe, lost, bored, and com-
forted. Player B commented that musicians are not pre-
dictable but follow certain expectations, while artificial life
is less predictable.

The players compared their relationships to musical scores
in classical and jazz contexts, respectively. Player A be-
lieved they adhered more strictly to rules in response to
classical scores, while Player B felt jazz players had more
freedom in interpretation. They both acknowledged that
their experiences influenced their reactions to Tölvera scenes
and appreciated the contrast in their musical responses.
They discussed the limitations of guitar as an instrument,

such as difficult fingerings and challenges with microtonal-
ity. Player A felt constrained by their instrument and thought
a symphony orchestra was necessary to express diverse
activity. Having two guitarists alleviated some pressure,
but did not influence their reactions to specific encounters.
Both players enjoyed playing and conducting, with the lat-
ter providing more freedom and the ability to anticipate the
conductor’s intentions. This suggests a shared attraction to
similar types of activity and interpretations.

During a conduct by Player B, Player A wondered if a
more formal, rule-based approach was anticipated, akin to
their classical training. Player A suggested dynamically
morphing or navigating between parameter states for fu-
ture Tölvera development, instead of instantaneously ran-
domizing all parameters. They often interpreted the dis-
tance between objects as pitch intervals and discussed the
possibility of a visual demarcation of pitch space through a
stave-like overlay. This stave could be microtonal or con-
tinuously graded, but it was uncertain whether it should
indicate temporality. Player B proposed dividing the space
into a grid of cells, each with different scoring instructions
or mappings, and assigning players to specific cells. They
also discussed explicitly representing players as particles
or clusters and providing control over their range of mo-
tion and responses through mapping.

6. DISCUSSION

Despite the nascent state of Tölvera, we discovered that
simple emergent patterns of Boids and Physarum particles
facilitated diverse musical interpretations, evoked visceral
emotional responses, and stimulated reflective discussions
about the agency of musical scores and their influence on
human and non-human interpreters. As discussed in Sec-
tion 2, we are interested in agency from multiple perspec-
tives, viewing our research systems as boundary objects
[28] that can ignite pluralistic dialogue. In that spirit, we
explore various themes of agency throughout the encoun-
ters to enrich our overall theme of agential scores.

6.1 Fluid Material Agency

The emergent patterns of the Boids and Physarum particles
accentuate points and lines in the Tölvera scores. In accor-
dance with the theories of material agency discussed ear-
lier in Section 2, we suggest that real-time software-based
dynamic scores alter the agency of points and lines, en-
abling them to convey the fluidity of these primitive forms
through procedurally adaptive motion. This fluidity, ex-
perienced as emergent and self-organising music notation,
subsequently restructures the musician’s perceptive eye and
interpretive mind, leading to a more spontaneous and dia-
logic negotiation of attention.

In the Tölvera scores, Boids are represented as points and
Physarum as curved lines by default. As an open nota-
tional score, these fundamental forms raise questions about
their musical interpretation. The guitarists improvised re-
sponses, with point sizes corresponding to volumes and
line lengths to pitch ranges, among other mappings. How-
ever, certain species of Boids seemed to exhibit fluid-like
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behaviour, while Physarum trails could adopt more dis-
crete appearances, such as rings, points, and grids. Indi-
vidual Boids could merge into a cluster, which could then
form larger clusters, containing internal oscillations of in-
dividual members. Similarly, Physarum rings could con-
verge inwards to a single point before expanding outwards
into tree-like structures or dissipating entirely. These mor-
phological transformations between forms increased the
demands on musicians’ interpretation, requiring them to
seamlessly combine rapid chains of diverse playing tech-
niques and musical phrases, while adjusting their mappings
in real-time.

The fluid materiality provided by artificial life consequently
alters our perception of the agency of a point or line, ac-
knowledging their inherent fluid potential. Barad contends
that physical nature itself exhibits greater fluidity and queer-
ness than ontological discreteness and causality, urging us
to adopt a perspective of fluidity when observing the world
[50]. How does our sense of self evolve when we asso-
ciate with such fluid material in a symbolic musical rela-
tionship?

6.2 Mapping of Self Onto Agential Materials

The typology we described in Section 3.2 led us to de-
scribe this encounter as an entanglement between an agen-
tial score, two performers, and their instruments, with a
simple unidirectional flow between them (Figure 2). How-
ever, we observed another kind of entanglement that was
not explicitly described in the typology. It became appar-
ent that the life-mimicking behaviour of the Tölvera scores
prompted musicians to associate with specific aspects of
the scores, even eliciting a subtle sympathetic response in
Encounter 4. This projection of oneself onto the dynamic
behaviour of the score was incidental and transient, as the
life forms within the score continuously evolved, formed
new configurations, and subsequently disintegrated.

Extrapolating from this, we envisage that only a slight
perception of agency in a score is necessary to trigger hu-
man tendencies to identify, empathise, mirror, and attune.
This process establishes an entanglement or mapping at a
higher level than between notations and gestures and sounds,
connecting human selves with agential materials. When
unexpected behaviour from an agential material disrupts
this mapping, visceral responses can be elicited ranging
from surprise and excitement to disgust. Attunement to an
agential score and its subversion presents a novel compo-
sitional device for musicians to explore and researchers to
examine. In future work we seek to elaborate on these psy-
chological and emotional aspects of experience with agen-
tial materials through an investigation into agentology [51].

6.3 Perceiving the Intra-Actants

Following Barad’s agential realism and the concept of intra-
action [20], we propose that each of our encounters gen-
erated a transient intra-actant, emerging from the assem-
blage of musicians, media, and materials, and possessing
its own distinct agency. The qualities of each intra-actant
were inextricably connected to each Tölvera score and the

moment it took place in, and resist typological decompo-
sition. What language and methods are appropriate for de-
scribing and comparing intra-actants, that evade the trap of
a decompositional approach? Perhaps a new approach is
needed that builds on astute methods like micro-phenomenonology
[52, 53] to compare multiple experiences of the same mo-
ment, leading to a macro-phenomenonological account.

For inspiration, composers encountering agential scores
for the first time might find it advantageous to examine the
experiences of feedback instrumentalists [54]. These mu-
sicians have dedicated significant time to initially unruly
complex musical systems and have developed aesthetics
that are compatible with extended and augmented instru-
mental agencies. Agential instruments also present a natu-
ral pairing for agential scores.

6.4 Future Considerations

In this paper, we established a context for discourse on
agential scores and recount early experimental artistic ap-
plications. We intentionally avoided providing a rigid def-
inition or framework to allow for alternative perspectives
and interpretations. Here we outline what will be our fo-
cus as we seek to develop the themes of this work further.

Our aim is to develop the Tölvera library through artis-
tic and empirical encounters, generating insights surround-
ing agential scores and their design. The Tölvera library
will expand in multiple directions, including incorporat-
ing more number beings, additional inputs, and a broader
range of outputs. We also anticipate a vertical develop-
ment towards goal-oriented and trainable behaviours and
instrument mappings through integrating online machine
learning processes.

We have yet to explore the roles of the composer and au-
dience within the context of agential scores, and we envis-
age composers will eventually engage with agential scores
through more accessible interfaces such as graphic design,
drawing, and tangible or gestural interactions. In this sce-
nario, a composer could create artificial life patterns and
parameters using an assortment of familiar media, and sub-
sequently instruct conductors and performers on interpret-
ing these elements as notation (or even conduct and per-
form themselves).

With regard to audiences, their behaviour in large groups
has been extensively modelled in the field of crowd sim-
ulation, providing a compelling entry point for integrating
them with agential scores. Additionally, there is a growing
research interest in enabling audience participation in mu-
sic performances through networked, mobile, and gestural
interfaces, which is highly relevant to this subject [55]. We
consider Tölvera as an element in our Organolib system
(see earlier footnote), and we anticipate that our commu-
nity will discover increasingly diverse applications for it in
combination with other elements.

As the system matures, we envisage designing encounters
where more detailed accounts of intra-action can be cap-
tured, not only during performance but also during design
and composition [56]. At the micro scale [57], this could
involve comparing eye or gesture tracking data with parti-
cle data, and analysing their convergence and divergence
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across various score states. Based on our other studies, we
are also interested to know how perception of symmetry
and algorithmic pattern [58] affects projection or attribu-
tion of agency.

And qualitatively, micro-phenomenology can be used to
capture the experience of the musicians and audience mem-
bers. Such encounters would enable us to further develop
linguistic and conceptual tools for the analysis and inter-
pretation of the macro scale [59] agency of intra-actants.

7. CONCLUSION

In this paper, we introduced the concept of agential scores.
An agential score is characterised by a self-identical unity
that endures over time, responding to environmental in-
puts, possessing goals or directions, and striving for equi-
librium or development in line with these objectives. We
explored this idea by examining how points and lines gain
fluid material agency through animation via dynamic com-
putational materials and simulations. We compared a ty-
pological and decompositional approach to agential scores
with a more holistic, macro-phenomenonological approach
that situates agential scores as entangled with their mate-
rial and social contexts. This broader context we described
as an intra-actant, inspired by Barad’s idea of intra-action,
to emphasise the study and comparison of these high-level
emergent entities.

We introduced Tölvera, an open-source software library
written in Python and inspired by Icelandic kennings and
mythology, for exploring agential scores in real-time through
artificial life simulations. An initial musical encounter with
Tölvera involving two improvising guitarists was conducted
to ground the development process in empirical observa-
tion. Even at an early stage, Tölvera demonstrated that
simple emergent patterns of Boids and Physarum particles
facilitated diverse musical interpretations, elicited emotional
reactions, and sparked thoughtful conversations about the
agency of musical scores and their human and non-human
interpreters.

Reflecting on our observations, we proposed that agen-
tial scores foreground a particular compositional mapping
layer that mediates between musical selves and agential
materials. We perceived this as having implications for
ecological music perspectives. Lastly, we posed several
challenging issues and questions that we anticipate will
require addressing as more advanced agential scoring ap-
proaches emerge.
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ABSTRACT

We introduce a guitar fingering decision method based on
HMM and a tree diagram which we call “note-tablature-
form tree” that can handle fingering decision of polyphonic
pieces. To construct note-tablature-form tree for a given
polyphonic chord, we need to (i) enumerate tablatures for
a given chord, and (ii) enumerate left hand forms for each
tablature. For the former, we introduce an enumeration
method of tablatures for a given chord using a concept
of permutations. For the latter, we introduce a new idea
for exhaustive enumeration of left hand forms for a given
tablature based on non-decreasing finger numbers and two
kinds of separators that assign fingers to string-fret pairs.

1. INTRODUCTION

The process of determining optimal guitar fingerings for
a given musical passage is a complex and subjective task
that has long challenged guitarists of all levels. In recent
years, researchers have explored the use of computational
models to aid in this process. (See Sayegh[1], Radicioni et
al.[2], Radisavljevic and Driessen[3], Tuohy and Potter[4],
for example.) One such approach is the use of hidden
Markov model (HMM), a statistical modeling technique
that can capture the underlying patterns and structures in
time series. As for applications of HMM to fingering deci-
sion, Hori et al.[5] applied input-output HMM to guitar fin-
gering decision and arrangement, Nagata et al.[6] applied
HMM to violin fingering decision, and Nakamura et al.[7]
applied merged-output HMM to piano fingering decision.
Hori and Sagayama[8] and Hori[9] proposed extensions of
the Viterbi algorithm for fingering decision.

The purpose of the present study is to extend guitar fin-
gering decision method based on HMM[5] and a tree dia-
gram[10] for monophonic cases to one that can handle poly-
phonic cases. We cast guitar fingering decision as a decod-
ing problem of HMM whose output symbols are musical
notes and hidden states are left hand forms. In this case,
we need to enumerate left hand forms for each chord in a
given piece to perform fingering decision for polyphonic
pieces. To do that, (i) we enumerate tablatures for a chord,
and then (ii) enumerate left hand forms for each tablature.
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For the former, we introduce an enumeration method of
tablatures for a given chord using a concept of permuta-
tions in Section 3.1. For the latter, we introduce a new
idea for enumeration of left hand forms for a given tab-
lature using non-decreasing finger numbers and separators
in Section 3.2, which provides a new insight for exhaus-
tive search for all the possible left hand forms for a given
tablature.

The rest of the paper is organized as follows. Section 2.1
reviews guitar fingering decision method based on HMM[5]
and Section 2.2 note-tablature-form tree for enumeration
of left hand forms using monophonic cases[10]. Section 3
extends note-tablature-form tree for polyphonic cases where
Section 3.1 introduces an enumeration method of tabla-
tures for a given chord and Section 3.2 our new idea for
exhaustive enumeration of left hand forms for a given tab-
lature. Section 4 concludes the paper.

2. NOTE-TABLATURE-FORM TREE FOR
MONOPHONIC CASES

This section reviews the guitar fingering decision method
based on HMM whose output symbols are musical notes
and hidden states are left hand forms[5] and note-tablature-
form tree for enumeration of player’s left hand forms[10].
Although we limit our attention to a monophonic case to
simplify the explanation in this section, the results extend
to polyphonic cases. See [5] for HMM for polyphonic
cases. Note-tablature-form tree is extended for polyphonic
cases in the following section.

2.1 Fingering decision based on HMM

To play a single note on a guitar, a guitarist holds down a
string-fret pair,

pi = (si, fi),

with a finger hi of the left hand and picks the string si
with the right hand, where si = 1, . . . , 6 is a string num-
ber (from the highest to the lowest), fi = 0, 1, . . . is a
fret number where fi = 0 means an open string, and hi =
1, 2, 3, 4 is a finger number where 1,2,3 and 4 mean the
index, middle, ring and pinky fingers, respectively. There-
fore, a left hand form qi for playing a single note can be
expressed in a triplet qi,

qi = (si, fi, hi).

The MIDI note number of the note played by the form qi
is calculated as follows where osi denotes the MIDI note
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number of the open string si,

n(qi) = osi + fi.

We cast fingering decision as a decoding problem of HMM
whose output symbols are musical notes and hidden states
are left hand forms, where a fingering is obtained as a se-
quence of hidden states given a monophonic phrase as a
sequence of output symbols.

The difficulty levels of the moves from forms to forms
are implemented in the probabilities of the transitions from
hidden states to hidden states; a small value of the transi-
tion probability means the corresponding move is difficult
and a large value means easy. We assume that the four fin-
gers of the left hand are always put on consecutive frets in
this section for simplicity. This lets us calculate the index
finger position (the fret number the index finger is put on)
of form qi as g(qi) = fi − hi + 1. Using the index finger
position, we set the transition probability from hidden state
qi to hidden state qj as

aij(dt) ∝
1

2dt
exp

(
−|g(qi)− g(qj)|

dt

)
× PH(hj) (1)

where ∝ means proportional and the left hand side is nor-
malized so that the summation with respect to j equals 1
for all i. The first term of the right hand side is taken from
the probability density function of the Laplace distribution
that concentrates on the center and its variance dt is set to
the time interval between the onsets of the (t−1)-th note
and the t-th note. The second term PH(hj) corresponds to
the difficulty level of the destination form qj defined by the
finger number hj .

As for the output probability, because all the hidden states
have unique output symbols in our HMM for fingering de-
cision, it is one if the given output symbol nk is the one
that the hidden state qi outputs and zero if the given output
symbol is not,

bik =

{
1 (nk = n(qi))
0 (nk ̸= n(qi))

. (2)

2.2 Note-tablature-form tree

To perform fingering decision as a decoding problem of
HMM described in the previous section, we need to enu-
merate left hand forms for each note in a given sequence of
notes, which is done by drawing note-tablature-form tree

Figure 1. Note-tablature-form tree for guitar (left) and cor-
responding diagram for piano (right) illustrating difference
between fingering decision of string instruments and other
instruments

Note Level

Tablature Level

Form Level

Figure 2. Three-level model for fingering decision of
string instruments

that describes the difference between fingering decision of
string instruments and other instruments as follows.

For example, on the piano, there is only one key on the
keyboard to press for each note, and therefore fingering
decision for a given sequence of notes is a matter of decid-
ing which finger to press on the key for each note (Fig. 1,
right). On the other hand, with the guitar, each note cor-
responds to several string-fret pairs that play it, and in ad-
dition, we have a matter of which finger to press for each
string-fret pair (Fig. 1, left). In other words, fingering deci-
sion for the piano is simply a matter of finger assignments
while fingering decision for the guitar consists of string as-
signments followed by finger assignments. This situation
with the guitar is illustrated in a tree diagram (Fig. 1, left)
which we call “note-tablature-form tree.” While a note-
tablature-form tree for a monophonic case in Fig. 1 is easy
to draw, we tackle the problem of drawing corresponding
trees for polyphonic cases in the following section.

The above-explained situation with fingering decision of
string instruments is described by a three-level model for
string instruments that consists of (1) note level, (2) tab-
lature level, and (3) form level (Fig. 2). In relation to the
notation introduced in Section 2.1, the note level contains
the information of n(qi), the tablature level pi = (si, fi),
and the form level qi = (si, fi, hi), respectively. In guitar
scores, the score and the tablature contains the informa-
tion of the note level and the tablature level, respectively.
From the viewpoint of fingering decision based on HMM,
the hidden states correspond to the form level and the ob-
served symbols to the note level.

3. NOTE-TABLATURE-FORM TREE FOR
POLYPHONIC CASES

We discussed fingering decision method based on HMM
and note-tablature-form tree limiting our attention to mono-
phonic cases in the previous section for the sake of sim-
plicity. However, in order to prove our fingering decision
method practical, we need to consider polyphonic cases
where multiple notes are played simultaneously. To extend
our fingering decision method for polyphonic cases, it is
enough to extend note-tablature-form tree to one for poly-
phonic cases which we construct in this section, and then
we can perform fingering decision for polyphonic cases in
the same manner for monophonic cases. (See [5] for HMM
for polyphonic cases.) The construction of note-tablature-
form tree for a given chord consists of searching for tabla-
tures for a given chord followed by searching for left hand
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forms for each of the obtained tablatures.

3.1 From chord to tablature

Searching for tablatures for a given chord is relatively easy
compared to searching for forms for a given tablature. It
consists of assigning the chord notes to the strings followed
by confirming that the notes are within the pitch ranges of
the assigned strings. If we are given a chord consisting of n
notes (n ≤ 6), we have 6Pn permutations of n out of 6 that
give possible assignments of the n notes to the 6 strings.
(If we can assume that the pitches of the notes in the chord
is monotonic with respect to the string numbers, we can
reduce the search to a number of combinations rather than
permutations, but this is not the case because we consider
left hand forms including open strings that can break the
monotonicity of the pitches.) In Algorithm 1, chord is a
variable length array of MIDI note numbers while tab is a
fixed length array of fret numbers, 0 or None with length
6, the number of the strings, where 0 means an open string
while None means that the string is not played. The array
open keeps the MIDI note numbers of the open strings.
Subtracting the MIDI note number of the open string from
the MIDI note number of the note yields the fret number
for playing the note on the string. If all the fret numbers ob-
tained by such subtraction are between 0 and F , the num-
ber of the frets of the instrument, then the tablature is valid
and is added to the list of tablatures tabs. Fig. 3 illus-
trates an example note-tablature tree for a simple C chord
consisting of three notes, C, E and G, generated by Algo-
rithm 1 for a standard guitar with F = 21 frets. Out of
6P3 = 120 permutations, only 8 permutations give valid
tablatures.

Algorithm 1
1: procedure CHORD2TABS(chord)
2: tabs← ∅
3: n← length of chord
4: for perm← perms of n from {0, 1, 2, 3, 4, 5} do
5: tab← [None,None,None,None,None,None]
6: for i = 0 to n− 1 do
7: tab[perm[i]]← chord[i]− open[perm[i]]

8: if ((f ≥ 0 ∧ f ≤ F ) ∨ f = None) for all f ∈
tab then

9: tabs← tabs ∪ {tab}
10: return tabs

Figure 3. Note-tablature tree for C chord
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Figure 4. Left hand forms represented by finger numbers

3.2 From tablature to form

Searching for left hand forms for a given tablature is rela-
tively difficult because the search space of left hand forms
is huge and it is difficult to enumerate all the possible left
hand forms in an orderly manner like possible tablatures
as permutations. Two main strategies for searching for left
hand forms for a given tablature can be considered here.
One is to collect known forms from guitar chord books
to build a database of left hand forms and then search for
forms most suitable for a given tablature in the database.
The other is to exhaustively search for all the possible left
hand forms for a given tablature. They have their own pros
and cons. The former is easy to implement and is guaran-
teed not to output strange forms but may miss out on some
novel new left hand forms. The latter may not miss out on
any forms but is difficult to implement because it is diffi-
cult to enumerate all the possible forms. We introduce a
new idea for enumerating possible left hand forms to im-
plement the latter approach in the following.

3.2.1 Representing forms by finger numbers

Fig. 4 shows two examples of standard guitar chords, C
and G7(9), and their standard fingerings where the finger
numbers 1, 2, 3 and 4 indicates the index, middle, ring
and pinky fingers, respectively. The index finger (1) in
the upper chord and the ring finger (3) in the lower chord
hold down multiple strings. A method of playing in which
one finger holds down multiple strings is called “barre”
or “ceja.” In the way the chords and their fingerings are
displayed in Fig. 4, left hand forms can be represented by
assigning finger numbers to all the string-fret pairs to hold
down.

3.2.2 Numbering string-fret pairs

We consider the numbering of the string-fret pairs on the
fretboard as shown in Fig. 5 where a string-fret pair (f, s)
is numbered by an integer 6f − s in hexadecimal where
f = 1, 2, . . . is a fret number and s = 1, 2, . . . , 6 is a
string number (from the highest to the lowest). We show
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Figure 5. Numbering of string-fret pairs by integer 6f − s
in hexadecimal

the numbering in hexadecimal notation in Fig. 5 just for
ease of reading and it is not essential in the following dis-
cussion whether the numbering is expressed in decimal or
hexadecimal.

3.2.3 Non-decreasing finger numbers

Then it holds with very few exceptions that the finger num-
bers representing a single left hand form are monotonically
non-decreasing with respect to the numbering. This is be-
cause (i) a finger with a larger finger number is put on
a higher or the same fret (and therefore a string-fret pair
with a larger or equal digit in its 6’s place), and (ii) a fin-
ger with a larger finger number is shorter (except that the
middle finger (2) is longer that the index finger(1)) and is
put on a string with a smaller string number (and there-
fore a string-fret pair with a larger digit in its first place).
Fig. 6 illustrates that the finger numbers representing a sin-
gle left hand form are monotonically non-decreasing with
respect to the numbering using two cases of the chords in
Fig. 4. The upper chord in Fig. 6 has six string-fret pairs
to hold down with numberings 70, 74, 75, 83, 91 and 92
that are assigned with the finger numbers 1, 1, 1, 2, 3 and
4 in Fig. 4, which are monotonically non-decreasing with
respect to the numberings. The lower chord in Fig. 6 has
five string-fret pairs to hold down with numberings 82, 91,
93, 94 and 95 that are assigned with the finger numbers
1, 2, 3, 3 and 3 in Fig. 4, which are again monotonically
non-decreasing with respect to the numberings.

3.2.4 Enumerating left hand forms

Having observed that the finger numbers are non-decreasing
with respect to the numbering of the string-fret pairs, we
can enumerate left hand forms for a given tablature without
any leaks by inserting three separators separating four fin-
gers into the sequence of the string-fret pairs representing
the given tablature. Fig. 7 represents two left hand forms
of Fig. 4 using string-fret pairs and separators, where long
and short lines indicate mandatory and optional separators
which are explained in the following sections. The separa-
tors are inserted between string-fret pairs where the finger
numbers change. The index finger is assigned to the string-
fret pairs to the left of the left separator, the middle finger
to ones between the left and the middle separators, the ring
finger to ones between the middle and the right separators,
and the pinky finger to ones to the right of the right sepa-
rator. If a separator is at the leftmost or the rightmost as in
the right form of Fig. 7 or two separators are next to each
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Figure 6. Non-decreasing finger numbers representing left
hand forms

other, it means that some fingers are not used in the form.
When we have n string-fret pairs to hold down, there are a
total of n+3C3 ways to insert three separators, but only a
small fraction of these are actually available.

3.2.5 Inserting mandatory separators

When we insert three separators into a sequence of string-
fret pairs, there are positions where separators must first
be inserted. First, because it is impossible to hold down
different frets with one finger, a separator must be inserted
between two string-fret pairs with different fret numbers,
that is, with numberings with different digits in their 6’s
places. Second, because it is impossible for one finger to
hold down string-fret pairs on a single fret separated by
a string played at a lower fret, such as 91 and 93 sepa-

21 3 41 1

70 74 75 83 91 92

21 3 3 3

82 91 93 94 95

Figure 7. Left hand forms represented by string-fret pairs
and separators
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Figure 8. Exhaustive enumeration of left hand forms by
inserting optional separators

rated by the fourth string played at 82 in the lower form of
Fig. 7, a separator must be inserted between such two sep-
arate string-fret pairs. We call separators inserted to such
positions “mandatory separators.” In Fig. 7, long lines in-
dicate mandatory separators while short lines indicate op-
tional separators which are explained in the following sec-
tion.

3.2.6 Inserting optional separators

When we have less than three mandatory separators, we
insert optional separators until we have three separators in
total. For example, both forms of Fig. 7 have two manda-
tory separators, which make us insert one more optional
separator for each. The upper form of Fig. 7 has six string-
fret pairs thus seven positions to insert an optional sepa-
rator while the lower form has six positions to insert as
shown in Fig. 8, where mandatory and optional separators
are indicated by long and short lines. As the positions of
the separators change, so do the finger numbers under the
string-fret pairs and thus the left hand forms. We note that
some forms of Fig. 8 are very difficult or impossible to
play and not all of those forms are available. Here we have
introduced a new idea for exhaustive enumeration of left
hand forms for a given tablature and we still need to dis-
cuss how to eliminate the unplayable ones, which we leave
to our future study.

4. CONCLUSION

We have reviewed a guitar fingering decision method based
on HMM and note-tablature-form tree for monophonic cases
and tried to extended the tree diagram to polyphonic cases.
For that purpose, we have introduced an enumeration method
of tablatures as permutations for a given chord. Further-
more, we have introduced a new idea for exhaustive enu-
meration of left hand forms for a given tablature based on
non-decreasing finger numbers and two kinds of separators
that assign fingers to string-fret pairs. We have noted that
some left hand forms enumerated by our proposed method
are very difficult or impossible to play and need to be elim-
inated. We leave elimination of such unplayable forms to
our future study.
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ABSTRACT

This paper introduces SuperOM, a class built for the soft-
ware SuperCollider in order to create a bridge to OpenMu-
sic and thus facilitate the creation of musical scores from
SuperCollider patches. SuperOM is primarily intended to
be used as a tool for SuperCollider users who make use
of assisted composition techniques and want the output of
such processes to be captured through automatic notation
transcription. This paper first presents an overview of ex-
isting transcription tools for SuperCollider, followed by a
detailed description of SuperOM and its implementation,
as well as examples of how it can be used in practice. Fi-
nally, a case study in which the transcription tool was used
as an assistive composition tool to generate the score of a
sonification – which later was turned into a piano piece –
is discussed.

1. INTRODUCTION

Automatic generation of notation is a complex topic [1].
The design of computational algorithms to convert acous-
tic music signals into some form of music notation, so-
called Automated Music Transcription (AMT), is a chal-
lenging task in signal processing and artificial intelligence
[2]. Typically, AMT systems take an audio waveform as
input and compute a time-frequency representation, after
which a representation of pitches over time is outputted
[2]. This process involves, among other subtasks, multi-
pitch estimation (MPE), onset and offset detection, beat
and rhythm tracking, interpretation of expressive timing
and dynamics, as well as score typesetting. A comprehen-
sive overview of signal processing methods for music tran-
scription was presented in [3]. Discussions of challenges
for AMT have been published in [4, 2]. While the tech-
nological aspects of AMT tools are highly relevant to the
work presented in this paper, they differ somewhat from
Computer-Aided Composition (CAC) tools (software that
allows composers to design computer processes that gen-
erate musical structures and data [5]) in the sense that they
are primarily designed to aid the transcription process, not

Copyright: © 2022 Author Name. This is an open-access article distributed under

the terms of the Creative Commons Attribution 3.0 Unported License, which per-

mits unrestricted use, distribution, and reproduction in any medium, provided the

original author and source are credited.

necessarily the composition process, which is the purpose
of the SuperOM presented in this paper. More specifically,
the purpose of the current work is to translate code into
scores, not to generate scores directly from audio files 1 .

Sound synthesis tools used in assisted composition usu-
ally do not include automatic music notation features,
mainly because these tools were not designed with that par-
ticular use case as a primary motivation. However, having
the possibility to visualize sounds in standard Western mu-
sic notation can be useful in many composition contexts.
Different attempts have been made to fill this gap, but the
efforts have often been characterized by a lack of docu-
mentation, making it difficult to present a full review of
the tools and methods used. A reoccurring strategy in this
context seems to be to use SuperCollider 2 [6] classes that
can bridge with LilyPond [7], either directly or through
third-party software. SuperCollider is a programming lan-
guage for audio synthesis and algorithmic composition.
LilyPond 3 is a free system to write music.

One of the oldest attempts to bridge sound synthesis soft-
ware with automatic notation tools is LilyCollider 4 , de-
veloped by Bernardo Barros [8]. LilyCollider is an interac-
tive software that can build sequences of music notation in
an interactive way, extending the SuperCollider program-
ming language (sclang). LilyCollider wraps the LilyPond
music notation software, meaning that it can be used to
generate a LilyPond score from SuperCollider code. How-
ever, the system has some limitations when it comes to
rendering time; it requires you to wait until the score is
engraved [9]. Today, LilyCollider has been abandoned in
favor of SuperFomus 5 , which was also developed by Bar-
ros. SuperFomus relies both on LilyPond and FOMUS 6

to generate a music score. FOMUS is an open-software
application developed by David Psenicka which allows the
automation of many musical notation tasks for composers
and musicians. It was designed with composers who work
with algorithms and computer music software languages
in mind and facilitates the process of creating profession-
ally notated scores. An interesting aspect of SuperFomus

1 Although that would be possible using the SuperOM, for example
using spectral analysis features.

2 https://supercollider.github.io/
3 https://lilypond.org/
4 https://github.com/smoge/LilyCollider
5 https://github.com/smoge/superfomus
6 https://fomus.sourceforge.net/
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is that it allows for musicXML export. In other words,
it can be used to generate a file that easily can be edited
in any scorewrite software. However, SuperFomus has
some limitations, specifically when it comes to more ad-
vanced rhythm algorithms, and it may not be the optimal
solution for working with metric structures [9]. In other
words, it can be somewhat unreliable when dealing with
complex music notation structures. In addition, it appears
as though is no longer maintained, which may add some
troubleshooting time when installing it.

Another system is Fosc 7 , which stands for FO-rmalised
S-core C-ontrol (FO-r S-uperC-ollider). Fosc is an API
that ports much of the Python code base of Abjad 8 , a sys-
tem that supports composers in building complex pieces of
music notation in iterative and incremental ways, to Super-
Collider. Since Abjad wraps the LilyPond music notation
package, Fosc can be used for the generation of musical
notation in LilyPond. Despite being powerful, Fosc does
not allow for musicXML export, thus limiting the quan-
tity and quality of information that can be preserved in the
score.

Finally, a custom-made SuperCollider class called Son-
aGraphLily was included in the SonaGraph framework, a
harmonic spectrum analyzer suitable for assisted and al-
gorithmic composition, developed by Andrea Valle [10].
SonaGraphLily manages mapping from sonographic data
(i.e. spectrum over time) to music notation, using LilyPond
code. It creates LilyPond source files that are rendered as
graphic files. However, besides the fact that this class is
optimized to work on a SonaGraph instance, it doesn’t sup-
port musicXML export.

2. MOTIVATION

Although the above-described software solutions may be
useful for certain use cases, they all fall short when it
comes to generating musically complex scores while al-
lowing for musicXML export, which is the main aim of
the SuperOM, described in the forthcoming sections. In
other words, the goal of SuperOM is to enable generation
of scores from SuperCollider in the fastest way possible
with as few dependencies as possible, while at the same
time preserving extremely high precision in the notation,
and allowing for musicXML export.

The SuperOM is a SuperCollider class that produces mu-
sic scores in the form of OpenMusic (OM) files, i.e. in the
form of .omi files. OpenMusic [11] is an open-source
environment 9 dedicated to music composition, developed
at IRCAM in the end of the 1990s (see e.g. [12, 13]). It
is a visual programming language based on Lisp allowing
the user to design processes for the generation and ma-
nipulation of music material, but it can also be used for
other applications [13]. Similarly to other graphical en-
vironments such as Pure Data (Pd) 10 and Max/MSP 11 ,

7 https://github.com/n-armstrong/fosc
8 https://abjad.github.io/
9 It can be downloaded for free from https://

openmusic-project.github.io/openmusic/
10 https://puredata.info/
11 https://cycling74.com/

the workflow to code programs in OpenMusic is based on
patching together different modules. However, as opposed
to such tools, the output of the OM processes is also visu-
alized using conventional music notation. A screenshot of
the OpenMusic interface is displayed in Figure 1. Open-
Music has been used by a wide community of composers
and computer musicians throughout the years. Notable
composers include, among others Kaija Saariaho, Marco
Stroppa, Brian Ferneyhough, Philippe Manoury, Fabien
Lévy, and Mauro Lanza. 12

There are several reasons why OpenMusic was adopted
in this project. Firstly, OpenMusic’s powerful capabilities,
especially in terms of handling very complex music struc-
tures, as well as its exporting features, were important fea-
tures. OpenMusic allows for export into many different file
formats, e.g. MIDI, bach [14], and musicXML. As such,
it enables the generation of files that can be opened and
edited in most common scorewriter software (such as Mus-
eScore, Sibelius, Finale, or Dorico, just to name a few).
Another reason is the simplicity of the overall installa-
tion: SuperOM’s only dependency is, in fact, OpenMusic,
which installation is quite straightforward. Moreover, no
prior knowledge of OpenMusic is actually required, since
the only OpenMusic features required by a SuperCollider
user are import/export file. Finally, yet another reason is
the aim to bridge two open-source software solutions as
well as their communities. In fact, .omi files generated
by the SuperOM in SuperCollider are completely legit and
working OpenMusic files. This means that they can be ma-
nipulated directly by OpenMusic users. This aspect can en-
courage collaborative frameworks in which SuperCollider
and Open Music users can work together, exchanging their
own material.

However, as for all software solutions, the adoption of
OpenMusic might have some drawbacks. For example, the
playback functionality in OpenMusic could be considered
an obstacle, since it requires a third-party software synth
player to work, which is out of the scope of this paper.
Nevertheless, it seems that future versions of OpenMusic
will have an embedded synth available. 13 On the other
hand, if a SuperCollider user decides to use OpenMusic
merely as a way to export a musicXML file for a notation
software, the playback part can indeed be skipped.

3. CLASS DESCRIPTION

The main method of SuperOM is .writeOMfile,
which takes the following arguments: fileName,
midicents, magnitudes, rhythmTree,
metronome, quantization, threshold,
dynamics (see Listing 1).

Once an .omi file has been produced, it can be imported
in an OpenMusic patch and opened from there. The file
can then be edited directly in OpenMusic and exported
as an XML file (for example using the POLY object).

12 https://en.wikipedia.org/wiki/OpenMusic
13 Please see the OpenMusic IRCAM Forum

https://discussion.forum.ircam.fr/t/
open-music-midi-player/39930, accessed 14 December
2022.
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Figure 1. A basic example of an OpenMusic patch. In this example, several modules are connected to generate a harmonic
series on the fundamental frequency 240, up to the 24th harmonic. The window CHORD is displaying the result using
conventional music notation.

1 o = SuperOM.new;
2 o.writeOMfile(fileName:, midicents:,

magnitudes:, rhythmTree:, metronome
:, quantization:, threshold:,
dynamics:);

Listing 1. SuperOM

A more detailed description of the arguments taken by
.writeOMfile follows below.

3.1 fileName

The argument fileName is the name for the output file,
including the .omi extension (e.g. "test.omi"). The
output will be produced in the same folder where the Su-
perCollider file is located.

3.2 midicents

The argument midicents is an array of notes, ex-
pressed in midicents. This argument is always passed
as an array of staves, thus leaving to SuperOM the
task to interpret how many staves should be written
in the OM output file. For example, in the case
of [[l0, l1, l2, ...], [m0,m1,m2, ...], [n0, n1, n2, ...], ...] the
rows are interpreted as subsequent separated staves; the
first staff will contain notes [l0, l1, l2, ...], the seconds staff
will contain notes [m0,m1,m2, ...], the third staff will con-
tain notes [n0, n1, n2, ...], etcetera. Chords can be specified
with additional brackets, e.g. [[n0, n1, [n2, n3], n4, ...]]. In
this example, there is one staff and the notes n2 and n3 are
interpreted as a bichord.

3.3 magnitudes

The argument magnitudes is an array (or an array of
arrays) of the notes’ magnitudes. magnitudes can be

expressed either in decibels (dBs) or as MIDI velocities
(i.e. values from 0 to 127), the SuperOM will take care
of interpreting the given array in the correct way with the
method .dbvelSmart. magnitudes must match the
size of midicents. If no magnitudes are given, all the
notes will automatically be set to velocity = 100.

3.4 rhythmTree

rhythmTree is an array of rhythms, provided as floats
(or fractions), i.e. 0.5 or 1/4 for a quarter note, 0.25 or
1/8 for an eight note, etc. A positive value represents
the duration of a note, while a negative value represents
a pause. For example, −1/16 represents a rest of a six-
teenth note. A rest, however, can also be specified using
the SuperCollider’s operand Rest(). If this argument is
nil, the magnitudes argument will be used as a source
to create a rhythm tree (see Section 4.2).

3.5 metronome

This argument specifies the metronome of the score. If
only one value is given, the metronome will be the same
for the entire score. As an alternative, an array of
metronomes can be specified, matching the rows size of the
midicents array, thus assigning a different metronome
to each staff. The default metronome value is 60 bpm.

3.6 quantization

Amount of quantization of the notes, expressed in MIDI-
CENTS. The default value is 50 (i.e. a quarter-tone).

3.7 threshold

This argument, expressed in dB, sets a threshold for the
magnitudes, meaning that values below this level will be
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Figure 2. Instance of an OpenMusic POLY class. The
figure shows the content of the file produced by the code
shown in Listing 2.

considered as silence, i.e. pauses. The default value is
−36 dB.

3.8 dynamics

The dynamics flag can be set to true or false. If true,
the output file will display the notes’ magnitudes as music
dynamics (i.e. from “ppp” to “fff ”) in the score. The
MIDI velocities are converted into music dynamics using
the method .veldyn. The default value is false.

4. EXAMPLES

In the following section, a number of examples are pro-
vided to demonstrate potential use cases for SuperOM.
All of the example .omi files, as well as the correspond-
ing XML output, are available for download from here:
https://tinyurl.com/9j2fba5p.

Listing 2 shows the most basic example of SuperOM: the
array pitches contains a list of notes and a chord, every-
thing expressed in midicents; the array rhythm contains
a list of durations and pauses. Line 5 of Listing 2 produces
an .omi file with the name "example0.omi" that will
contain the music material specified in the two arrays. The
result is a file that, once imported in OM, will look like the
one displayed in Figure 2.

1 var pitches = [6000, [6200, 6550,
6800], 7000];

2 var rhythm = [1/2, -1/6, 2/6, -2/5,
3/5];

3
4 o = SuperOM.new;
5 o.writeOMfile("example0.omi", [pitches

], rhythmTree: rhythm, metronome:
144);

Listing 2. Basic usage of SuperOM.

Listing 3 shows another simple usage of the class, this
time producing a chromatic scale with eighth-tones, start-
ing from C4, as 32th notes. Please notice that in or-

der to create a score with eighth-tones, we have to spec-
ify the correct quantization in writeOMfile, using
quantization: 25.

1 var pitches = (6000, 6025..7200);
2 var rhythm = {1/32}.dup(pitches.size);
3
4 o = SuperOM.new;
5 o.writeOMfile("example1.omi", [pitches

], rhythmTree: rhythm, metronome:
144, quantization: 25);

Listing 3. A chromatic scale with eighth-tones starting
from C4.

Listing 4 shows a simple variation of the previous exam-
ple, adding random magnitudes and printing them in the
score, with the flag for the argument dynamics set to
true. The result imported in OM will look like the one
displayed in Figure 3.

1 var pitches = (6000, 6025..7200);
2 var mags = {rrand(-18, -3)}.dup(

pitches.size);
3 var rhythm = {1/32}.dup(pitches.size);
4
5 o = SuperOM.new;
6 o.writeOMfile("example2.omi", [pitches

], magnitudes: mags, rhythmTree:
rhythm, metronome:144, quantization
: 25, dynamics:true);

Listing 4. A chromatic scale with eighth-tones starting
from C4, with dynamics.

Figure 3. Instance of an OpenMusic POLY class showing
the content of the file produced by the code shown in List-
ing 4.

Using standard features provided in SC, a more complex
score can be generated with a few lines of code. Listing 5
shows the code to produce a score with the following prop-
erties: five staves with different chromatic scales; rhythms
and pauses chosen by a given set, with each staff having a
different metronome.It is worth noticing that in this exam-
ple the argument pitches is passed without extra brackets
(see line 7) since it has already been created as an array of
staves (see line 2). The result imported in OM will look
like the one displayed in Figure 4.
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Figure 4. Instance of an OpenMusic POLY class showing the content of the file produced by the code shown in Listing 5.

1 var staves = 5;
2 var pitches = {(6000, 6050..7200)+(

rrand(-5, 5)*100)}.dup(staves);
3 var rhythm = {{[1/4, 1/8, 1/16].choose

*[-1, 1].choose}.dup(pitches.shape
[1]*2)}.dup(staves);

4 var metronomes = {rrand(102, 144)}.dup
(staves);

5
6 o = SuperOM.new;
7 o.writeOMfile("example3.omi", pitches,

rhythmTree: rhythm, metronome:
metronomes);

Listing 5. Snippet of code to produce a score with five
staves with different chromatic scales, rhythms with pauses
chosen by a given set, and five different metronomes.

Listing 6 shows code that produces a score with eight
staves, each of them containing random frequencies taken
from a harmonic series, random magnitudes, and ran-
dom rhythms, quantized to 32th notes. The frequencies
are conveniently translated into midicents thanks to the
.cpsmidicents method.

1 var notes = 200, staves = 8;
2 var pitches = {{Array.fill(24, {|i|(i

+1*rrand(50, 51))}).choose}.dup(
notes)}.dup(staves).cpsmidicents;

3 var mags = {{rrand(-18, -3)}.dup(notes
)}.dup(staves);

4 var rhythm = {{rrand(0.1, 1).softRound
(1/32, 0, 1)}.dup(notes)}.dup(
staves);

5
6 o = SuperOM.new;
7 o.writeOMfile("example4.omi", pitches,

mags, rhythm, 84, 25, -36, true);

Listing 6. Snippet of code to produce a more complex
score with eight staves.

4.1 Writing a score from patterns

Patterns are typical SuperCollider data structures that al-
low for the management of events in time, specifying the
rules for the production of such events [1]. As demon-
strated in Listing 7, a musical piece expressed through
a pattern can then be translated into a score using the
SuperOM. In order to do that, events must be conveniently
stored into separate arrays, for example using the method
.collect. These can then be used as arguments for gen-
erating the output score.

1 var length = 50, pitches, rhythm;
2 p = Pbind(
3 \midinote, Pxrand([60, 62, 64,

66, 68, 70], inf),
4 \dur, Prand([1/16, 1/8, Rest

(1/16), Rest(1/8)], inf));
5
6 e = p.asStream;
7 pitches = length.collect({e.next(()).

midinote})*100;
8 rhythm = length.collect({e.next(()).

dur});
9

10 o = SuperOM.new;
11 o.writeOMfile("example6.omi", [pitches

], rhythmTree: rhythm, metronome
:144);

Listing 7. Writing a score from a pattern.

4.2 Writing a score from spectral data

Another interesting application of SuperOM is the ability
to write a score from spectral data, as seen in Listing 8.
This feature can be useful in situations when you want to
create a score from a series of frequencies and magnitudes
from a spectral analysis process. The strategy used here
is based on grouping subsequent notes that have the same
frequency and magnitude. Grouping in this context means
that rhythmic values are summed together (for example,
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two 1/8 notes are replaced by one 1/4 note). Notes that
have different magnitudes will not be grouped. Magni-
tudes below the given threshold value are interpreted as si-
lence, meaning that such notes are transformed into pauses.

1 var freqs = {rrand(400, 500)}.dup(50).
cpsmidicents;

2 var mags = {[-18, -12, -9, -6].choose
}.dup(freqs.size);

3 freqs.postln;
4 mags.postln;
5 o = SuperOM.new;
6 o.writeOMfile("example5.omi", [freqs],

magnitudes: mags, rhythmTree: nil,
metronome:144, quantization: 100,

threshold: -12, dynamics:true);

Listing 8. Writing a score from spectral data

5. CASE STUDY – GENERATING A PIANO PIECE
USING SUPEROM

The SuperOM has been intensively used by the first au-
thor in his artistic practice. The tool has been very useful
especially since it allows for the creation of transcriptions
of material derived from spectral analysis. Below is a short
account of a case study in which SuperOM was used in a
composition process involving sonification of video mate-
rial.
SuperOM was successfully used in a joint study car-

ried out together with the pianist and researcher Johan
Fröst. This project made use of sonification of a video
that was created from multiple video recordings of Fröst
playing Debussy’s “Reflects dans l’eau”. More specifi-
cally, the aim of the project was to sonify moving images
using a Disklavier piano, a self-playing piano designed by
Yamaha 14 . Sonification is defined as the use of nonspeech
audio to convey information [15] 15 .

The video to be sonified was created starting from mul-
tiple video recordings of Fröst’s performance. The videos
were edited together, highlighting musical events and the
musical narrative of Debussy’s piece. The final merged
video was then sonified, and the sonification was used as
starting material in the composition process. The aim of
the composition process was to create a new piano piece to
be played in synch with the original video in a live perfor-
mance at a concert series in the Spring of 2023. The incpit
of piano piece is shown in Figure 5.

The overall sonification workflow involved three stages
and two different softwares: 1) the video was loaded into
Max/MSP, in which video processing took place using,
among others, the cv.jit package 16 ; 2) the data was sent
to SuperCollider via OSC 17 , where the mappings for the

14 https://www.disklavier.com/
15 This definition has later been expanded by Thomas Hermann

to: “(...) data-dependent generation of sound, if the transforma-
tion is systematic, objective and reproducible (...), see https://
sonification.de/son/definition/.

16 https://jmpelletier.com/cvjit/
17 https://ccrma.stanford.edu/groups/osc/index.

html

actual sonification was implemented; 3) MIDI messages
were generated in SuperCollider and sent to the Disklavier,
which played the newly generated piano piece. To estab-
lish a strong connection between the video and the gener-
ated sound, the sonification used harmonic content derived
from the same Debussy piece that drove the creation of the
video.

Once the sonification was realized, SuperOM was used
to generate an actual score of it. In order to do that, the
mappings relative to pitches, note durations and velocities
were stored into separate arrays, and used to initialize an
instance of an SuperOM. The output score was an accu-
rate representation of the sonification: as a matter of fact,
the complex metric structures produced with the sonifica-
tion were completely captured in the score. Once exported
in musicXML, the file could be opened without errors in a
commercial music notation software, where the composi-
tion process continued by selecting and merging musically
interesting materials, and by reducing their complexity in
order to make them playable. However, this workflow had
some limitations. Firstly, despite the score containing all
the note velocity information, thus making its MIDI play-
back sound correctly, it did not have any music dynam-
ics printed on the staves. This was solved by improving
the code and adding the dynamics flag presented in Sec-
tion 3. A second obstacle was that the score produced by
the SuperOM contained a large number of staves (namely
25), resulting from how the sonification data was stored.
This aspect made the score quite impracticable to read and
difficult to work on, and it required a staves merging oper-
ation, done by hand, in order to achieve a typical piano-
looking score. In the future, such a problem could be
solved by carefully designing SuperOM methods to col-
lapse many staves into one.

It should be noted that the final product of the process
outlined above was not a literal sonification mapping the
video input directly to output (i.e. the final piece) in an ob-
jective way; the author interacted with the generated mate-
rial, merging and adapting different generated parts into a
final piece, thus disrupting the direct connection between
input and output. In other words, sonification was used
as a subtask within the composition process, assisting the
author’s composition process by providing ideas for the fi-
nal piano piece. This process is somewhat similar to what
is referred to as mixed-initiative interaction in the field of
Human Computer Interaction (HCI), in which each agent
(human or computer) contributes what it is best suited at
the most appropriate time [16]. Using this mixed strategy
outlined above, the piece closes the circle of re-mediation
from a piano piece by Debussy, to: 1) a video made with
the intent to visualize the musical material of Debussy’s
piano music; 2) a sonification based on this video, using
material from the original piano music; 3) the use tonal
material created in step 2), which in turn served as mate-
rial for a new composition for the piano; and finally 4) a
performance played in real-time by a pianist.
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Figure 5. Excerpt from the beginning of the piano piece composed starting from a sonification of video images.

6. LIMITATIONS

A limitation of the current version of the SuperOM con-
cerns combining midicents staves of different lengths. As
a matter of fact, midicents arrays should all have the same
length, in order to create a final rectangular matrix. One
workaround to solve this issue is to fill the shorter arrays
with zeros (a sort of zero padding), thus matching the size
of the longest array, see Listing 9. In this way, the addi-
tional 0 pitches will be ignored, as long as the rhythm tree
doesn’t contain rhythm information.

1 var pitches1 = [7200, 7400, 7500,
7600];

2 var rhythm1 = [1/6, -2/6, 1/4, 1/4,
1/4];

3
4 var pitches2 = [6000, 6200, 6550,

6800, 7000, 6800, 5300, 5625, 6378,
6740];

5 var rhythm2 = [1/2, -1/6, 0, 0, 2/6,
-2/5, 3/5, 1/6, -1/6, 0, 0, 1/6,
1/4];

6
7 var pitches3 = [5500, [5600, 5950],

5700, 6050];
8 var rhythm3 = [-1/8, 1/8, 1/8, 1/8];
9

10 pitches2.do({pitches1=pitches1++0});
11 pitches2.do({pitches3=pitches3++0});
12
13 o = SuperOM.new;
14 o.writeOMfile("example9.omi", [

pitches1, pitches2, pitches3],
rhythmTree: [rhythm1, rhythm2,
rhythm3], metronome: 144);

Listing 9. Generating a score from midicents arrays with
different lengths.

Interestingly, rhythm trees that contain zeroes make sub-
sequent notes collapse, thus creating chords. This effect is
demonstrated in the example in Listing 10, in which two
ways of writing the same musical score are compared. As
before, also here we need to zero pad the shortest arrays.

1 var pitches1 = [6000, [6200, 6550,
6800], 7000, 6800, [5300, 5625,
6378], 6740];

2 var rhythm1 = [1/2, -1/6, 2/6, -2/5,
3/5, 1/6, -1/6, 1/6, 1/4];

3
4 var pitches2 = [6000, 6200, 6550,

6800, 7000, 6800, 5300, 5625, 6378,
6740];

5 var rhythm2 = [1/2, -1/6, 0, 0, 2/6,
-2/5, 3/5, 1/6, -1/6, 0, 0, 1/6,
1/4];

6
7 pitches2.size.do({pitches1=pitches1

++0});
8
9 o = SuperOM.new;

10 o.writeOMfile("example10.omi", [
pitches1, pitches2], rhythmTree: [
rhythm1, rhythm2], metronome: 144);

Listing 10. Comparison of two different ways of producing
the same score in output.

7. CONCLUSIONS AND FUTURE WORK

This paper presents SuperOM, a class for bridging Su-
perCollider with OpenMusic thus enabling generation of
complex music scores with a high level of precision. Files
generated with SuperOM can be imported and edited in
OpenMusic, which allows for collaborative frameworks
between the two software.
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The SuperCollider code of the implementation of
SuperOM is still in progress and is continuously im-
proved. The code is readily available on from here:
https://github.com/claudiopanariello/
SuperOM. The material provided includes the SuperOM
files and a tutorial file. At the point of writing, the first
author is using SuperOM in several projects, for example
in the generation of scores from algorithmic compositions
realized in SuperCollider, or in the creation of music
transcriptions of material derived from spectral analysis
of audio recorded material (especially audio feedback
recordings). This ongoing work will continue to inform
the design of SuperOM, allowing it to be iteratively
improved over time. The use case presented in Section 5
serves as a formative evaluation of the SuperOM, carried
out by the author from a first-person perspective. In
the future, there is a need for empirical evaluation with
actual users, to identify weaknesses and areas of possible
improvement.

It is worth mentioning that the music scores discussed
in this paper refer to traditional Western score. There are
many situations in which other score notations might be
more appropriate. Therefore, a possible future direction
might be to design other classes that could allow for non-
standard notations, similarly to what Ghisi and Agostini
did in extending bach by introducing the dada library [17].
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ABSTRACT

MusAssist is an external, declarative, domain specific lan-
guage for music notation that bridges the abstraction gap
between Western music theory and composition. Users
can describe unique high-level templates for chords and
arpeggios (all triads and seventh chords), scales (diatonic,
chromatic, and whole tone), the five primary cadences, and
the four primary harmonic sequences with desired length.
Distinctively, MusAssist matches the level of abstraction
of a template to the theoretical musical structure it de-
scribes (e.g. users can specify a harmonic sequence with-
out needing to manually expand it to the chords and notes
it comprises). Thus, users can write out specifications pre-
cisely at the conceptual levels of the musical structures
they would organically conceive when composing by hand.
In MusAssist, users can also change key signatures, start a
new measure, and describe fundamental musical objects
such as notes, rests, and customized chords. The Haskell-
based MusAssist compiler expands high-level templates
(thus lowering the level of abstraction to individual notes)
and translates the program to MusicXML, a language ac-
cepted by most major music notation software, for further
manual editing and playback.

1. INTRODUCTION

When writing music in the framework of Western music
theory, composers manually transition from theoretical mu-
sical concepts to notes on a page. This process can be slow
and tedious, requiring the composer to expand complex
musical structures by hand, such as cadences and harmonic
sequences, to the individual notes they define. Therefore,
the level of abstraction of the musical structure is higher
than what the composer writes.

Domain specific languages (DSLs) are programming lan-
guages highly specialized for a specific application and
thus characterized by limited expressiveness. An external
DSL has custom syntax that is separated from the primary
language of its application.

This paper presents MusAssist, an external, declarative
DSL for music notation that bridges the abstraction divide
between Western music theory and notation. Users de-
scribe a composition in MusAssist’s straightforward, high-

Copyright: © 2023 Ilana Shapiro. This is an open-access article distributed under

the terms of the Creative Commons Attribution 3.0 Unported License, which per-

mits unrestricted use, distribution, and reproduction in any medium, provided the

original author and source are credited.

level syntax, modeled around the musical elements com-
posers organically conceive when writing by hand, and the
MusAssist compiler automates the expansion of these el-
ements to their constituent notes. MusAssist’s declarative
programming paradigm was chosen to correspond with the
lack of control structures in handwritten music.

MusAssist is unique in that users can encode specifica-
tions for complex musical templates at the same level of
abstraction as the theoretical musical structures they de-
scribe. Specifically, users can specify high-level templates
for chords and arpeggios (major, minor, dominant, aug-
mented, half diminished, and diminished triads and sev-
enth chords in any inversion), scales (major, natural/harm-
onic/melodic minor, chromatic, and whole tone), cadences
(perfect authentic, imperfect authentic, plagal, half, de-
ceptive), and harmonic sequences (ascending fifths, de-
scending fifths, ascending 5-6, descending 5-6) of a desired
length. MusAssist also supports individual notes, rests,
and customized chords consisting of user-defined collec-
tions of notes and enables the user to change the key sig-
nature or start a new measure. All high-level templates are
expanded, lowering the abstraction level to notes, by the
Haskell-based MusAssist compiler.

The target language of the MusAssist compiler is Mu-
sicXML, itself a DSL that is an extension of XML (Ex-
tensible Markup Language). MusicXML is accepted by
most major notation software, such as MuseScore. Thus,
users can open the resulting MusicXML file of a compiled
MusAssist composition in MuseScore or another program
for further customization, editing, and playback. MusAs-
sist thus serves as a professional music compositional aid,
filling in an integral part in the composition process where
Western composers must make the transition from the the-
oretical, high-level musical framework with which they de-
scribe their piece to the notes that these structures consti-
tute. The subsequent ability of users to manually edit the
compiled MusAssist composition speaks to MusAssist’s
present role as an assistant in the creative process, rather
than a fully expressive means of music creation. MusAssist
may also be particularly helpful to Western music theory
students as an educational tool, enabling them to visual-
ize the relationship between a Western theoretical musical
structure and its expanded form, such as in conceptualizing
the chords resulting from the expansion of a cadence.

This paper first summarizes related work in music no-
tation DSLs. Then, features of the MusAssist language
are outlined, followed by the presentation of a use case.
Finally, the MusAssist compiler structure and the central
logic behind its automated template expansions are described.
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2. RELATED WORK

The era of music programming languages began in 1957
with Max Mathews’ MUSIC-N languages at Bell Labs, de-
veloped on individual IBM mainframes. The first of these
languages, Music I, generated a single, equilateral, triangu-
lar waveform with identical rise and decay characteristics.
It was capable of playing only melody: the user specified
pitch, amplitude, and duration for individual notes. Music
II supported four independent voices of sound and a choice
of 16 waveforms, and Music III introduced the concept of
the unit-generator, the building block for sound synthe-
sis programming languages that corresponds to the func-
tions of analog synthesizers. Music IV was a more compu-
tationally sophisticated version of Music III, and machine
independence was finally reached in 1966 with Music V,
which became the first publicly distributed music program-
ming language [1].

Since then, computer scientists have taken advantage of
the increased flexibility afforded to DSLs via their lim-
ited expressiveness to create music DSLs tailored towards
notation, algorithmic composition, sound synthesis, live
coding with music performance, and more. Aside from
MusAssist, MusicXML, LilyPond, and PyTabs are com-
monly used music DSLs also specializing in notation.

Michael Good’s MusicXML is an Internet-friendly, XML-
based, declarative DSL that represents standard Western
music notation and scoring practices. Similar to how the
popular MIDI format helped create a standardized format
for electronic instruments, MusicXML provides a standard-
ized format for online sheet music to create a consistent
method for representing complex, structured musical data.
MusicXML thus introduces smooth interchange between
musical applications specializing in notation, performance,
analysis, music information retrieval, and more [2].

To achieve this, Good derives MusicXML from XML due
to its Internet-friendly nature, straightforward use in doc-
ument creation, and human readability. In contrast, MIDI
is very difficult to read and write, and is also less powerful
and expressive than XML [3].

MusicXML is more expressive than MusAssist, but the
abstraction level of all musical elements is extremely low
(i.e. chords must be written out as individual notes) and
though easily readable, its syntax is cumbersome and te-
dious to write by hand. However, its enhanced expres-
siveness makes MusicXML an excellent target compilation
language for MusAssist’s user-friendly syntax and high-
level Western theoretical musical templates.

LilyPond, an external, declarative DSL created by Han-
Wen Nienhuys and Jan Nieuwenhuizen, is similar to MusAs-
sist. It features a “modular, extensible and programmable
compiler” written in Scheme to generate Western music
notation of excellent quality, and supports the mixing of
text and music elements. Text-based musical expressions,
or fragments of music with set durations, are compiled to
an aesthetically formatted score [4].

LilyPond and MusAssist are both music notation DSLs
tailored to non-programming audiences. However, they
differ in two fundamental areas: (1) MusAssist supports
complex music templates at the levels of abstraction of

the musical structures they represent, whereas LilyPond
only supports granular, low level composition of individ-
ual notes and chords, and (2) the output of the MusAssist
compiler is intentionally editable via notation software, un-
like LilyPond’s compiler, which produces a static, print-
able PostScript or PDF file by taking in a file with a formal
representation of the desired music [4].

Simic et al.’s external, declarative DSL PyTabs is also
geared toward music notation, but in a different domain
than MusAssist. Specifically, the authors attempt to solve
the visual problem of tablature notation and the lack of
standardization in specifying tablature-based note durations
by consolidating these issues into a formal language. How-
ever, tablature notation is outside the scope of MusAssist’s
text-based Western theoretical musical structures [5].

3. LANGUAGE FEATURES

3.1 Low-Level Fundamentals

On the most basic level, MusAssist supports individual
rests and notes. Rests are given a duration from sixteenth to
whole note, and notes are further defined by note name (A
to G), accidental (double flat to double sharp), and octave
(1 to 8, after the range of a piano). Just as in traditional
Western notation, the absence of an accidental indicates
natural quality. Users can also define customized chords,
or user-defined lists of individual notes. These are not con-
sidered templates as the high-level description of the chord
is not given, and the granularity is at the note level.

3.2 High-Level Templates

MusAssist supports templates for chords, arpeggios, scales,
cadences, and harmonic sequences, specified uniquely at
the abstraction levels of the Western theoretical musical
structures they represent.

Following the principles of Western music theory, chords
are specified by their root note, quality (major, minor, aug-
mented, dominant, diminished, or half diminished), inver-
sion (root, first, second, or third), and chord type (triad
or seventh). Half diminished, dominant, and third inver-
sion options can only apply to seventh chords. The root
note cannot have a double accidental, as this can introduce
triple accidentals in the chord, which MusAssist does not
support.

Arpeggios are defined with a similar specification to Mus-
Assist chords, since according to Western music theory, an
arpeggio is simply the notes of a chord played individually
in sequence. However, unlike with chords, for arpeggios
the user also supplies direction (ascending or descending).

Diatonic scales are given by scale type (major or natu-
ral/harmonic/melodic minor) and key, while non-diatonic
scales are simply specified by their type (chromatic or whole
tone). A scale is either ascending or descending, must be
given a length, and does not necessarily begin on the tonic
– a start note must be supplied. Following convention,
chromatic scales are notated with sharps when ascending
and flats when descending.

Cadences are specified by cadence type (perfect/imperfect
authentic, half, plagal, or deceptive) and key.
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Currently, MusAssist only supports a single treble clef
line. Thus, cadences are written out in the upper voices
only, in keyboard voice leading style, and incorporating
principles of smooth voice leading.

Based on the principles of Western functional harmony,
there are several ways to represent a cadence. In MusAs-
sist, the representations in Table 1 were chosen. In each
row of Table 1, the major version is presented first, with
the minor version following in parentheses.

Perfect Authentic IV-V-I (iv-V-i)

Imperfect Authentic IV-viio
6
4 -I

6
4 (iv-viio

6
4 -i

6
4 )

Plagal IV
6
4 -I (iv

6
4 -I)

Deceptive IV-V
6
4 -vi

6
4 (iv-V

6
4 -VI

6
4 )

Half IV-ii6-V (iv-iio6-V)

Table 1: MusAssist Cadences Summary

All cadences except perfect authentic are built exclusively
with triads. Although MusAssist does not currently sup-
port a bass line, in order to simulate the requisite 4-5-1
bass line for perfect authentic cadences, the root in the fi-
nal chord is doubled. This also allows for the uppermost
voice to follow the requisite 2-1 downward step in the final
two chords of the cadence without compromising the root
position of the final chord. The perfect authentic cadence
is demonstrated in Figure 1, produced with the MusAssist
syntax (Perfect Authentic Cadence, Eb5
minor, sixteenth) compiled and loaded into Mus-
eScore notation software.

Figure 1: Perfect Authentic Cadence in EZ minor

Finally, harmonic sequences are specified by harmonic
sequence type (ascending fifths, descending fifths, ascend-
ing 5-6, or descending 5-6), key, duration of each chord,
and length of the sequence. Since MusAssist does not yet
support multi-line composition, harmonic sequences are
written like cadences in keyboard-style voice leading.

In Western music theory, harmonic sequences can be im-
plemented in several ways depending on the desired inver-
sion scheme. Though the upper-voice harmonization of a
harmonic sequence need not follow the direction in the se-
quence’s name, MusAssist chooses a chord inversion and
voice leading pattern such that each sequence does so. For
instance, the Ascending Fifths sequence will ascend, and
the Descending 5-6 sequence will descend. Each pattern
also maximizes smooth voice leading.

The chosen patterns for each MusAssist sequence are sum-
marized in Table 2. All sequences are shown in major in
this demonstration, but their minor counterparts are also
supported. Each sequence consists of fourteen distinct chords
before repeating in the subsequent octave.

Ascending Fifths

I
6
4 V ii

6
4 vi iii

6
4

viio IV
6
4 I V

6
4 ii

vi
6
4 iii viio

6
4 IV

Descending Fifths

I IV
6
4 viio iii

6
4 vi

ii
6
4 V I

6
4 IV viio

6
4

iii vi
6
4 ii V

6
4

Ascending 5-6

I vi6 ii viio6 iii

I6 IV ii6 V iii6

vi IV6 viio V6

Descending 5-6

I
6
4 V vi

6
4 iii IV

6
4

I ii
6
4 vi viio

6
4 IV

V
6
4 ii iii

6
4 viio

Table 2: MusAssist Harmonic Sequences Summary

3.3 Additional Features

Beyond compositional elements, users can set the key sig-
nature at the start of any measure up to seven sharps or flats
by specifying note name, accidental, and quality (sharp or
flat). Users can also start a new measure or create a blank
measure. Finally, users can assign MusAssist expressions
to string labels and reuse them later in the program (the
labels are syntactic sugar for the expressions). MusAssist
comments are designated with the double slash //.

The tempo for all MusAssist programs is set to ˇ “ = 80
BPM and cannot currently be changed. This also applies
to the time signature, which is set to 4

4.
All compiled MusAssist programs adhere to standard no-

tation conventions. Notes and rests are broken over bar-
lines as well as over the strong beat (beat three) of the
measure. They are divided greedily into valid rhythmic
units (from sixteenth to whole note) ordered either least to
greatest, or greatest to least in the case of spillage of a tied
note over the barline into the following measure.

4. SAMPLE PROGRAM

The full breadth of MusAssist’s syntax is demonstrated in
Figure 2, and Figure 3 presents the resulting compiled Mu-
sicXML code when opened in MuseScore.

Several features of MusAssist are clarified in Figures 2
and 3:

• The key signature can be changed consecutively as
many times as desired, but only the last will take
effect (as seen m. 1 and m. 5 of Figure 3). Changing
the key signature also triggers a new measure.

• Empty measures can be created by consecutively ap-
plying the NEW_MEASURE command (as seen m. 3
of Figure 3).

• Note and rest durations are automatically broken by
the compiler both on the strong beat and on the bar-
line (such as in mm. 1-2 of Figure 3). However, fol-
lowing standard Western notation convention, notes
and rests that begin on a beat and fit in the remain-
der of the measure are not broken on the strong beat
(such as in m. 9 of Figure 3).
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• Labeled phrases are not notated until the label is ref-
erenced, rather than defined.

• The difference between a customized chord and a
chord template is exemplified on lines 7 and 11 of
Figure 2.

Figure 2: MusAssist Syntax

Figure 3: Compiled MusAssist Program in MuseScore

5. COMPILER STRUCTURE

The MusAssist compiler is written in Haskell. Its high-
level structure is as follows:

1. MusAssist’s concrete syntax is parsed into abstract
syntax, represented as Haskell algebraic data types
(ADTs). Parser combinators were chosen for their
flexibility and ease of customization. Parsec, an in-
dustrial strength parser library, is used, and Parsec’s
helper module Token handles lexing. The parse pre-
serves the abstraction level of all templates.

2. All templates, now represented as ADTs, are ex-
panded using the logic in Section 6 until the gran-
ularity reaches the note level. The result of this in-
termediate stage is abstract syntax whose abstrac-
tion level matches that of the target language, Mu-
sicXML.

3. The low-level abstract syntax resulting from the fully
expanded templates is translated to MusicXML. This
step contains the temporal logic that subdivides notes
and rests across barlines and strong beats.

The resulting MusicXML file can then be opened in stan-
dard music notation software like MuseScore for viewing,
further editing, and playback.

6. TEMPLATE EXPANSION LOGIC

MusAssist’s distinguishing feature is its ability to automate
the expansions of Western theoretical musical templates
given user-supplied specifications at a higher level of ab-
straction. The logic underlying the expansions is summa-
rized below.

6.1 Backbone Logic

6.1.1 Generating Notes in a Diatonic Scale

Most MusAssist templates are built upon the diatonic scale.
To automate the expansions of these templates, we must
first be able to generate a note in a desired diatonic scale
given a positive interval within one octave of the speci-
fied tonic. Recall that a MusAssist note is defined by note
name, octave, and accidental. Given the target interval
n, to determine the note name we begin at the tonic and
travel n steps up MusAssist’s custom Haskell ADT for note
names, a circular Enum instance ordered as the C major
scale is.

The desired octave is either the same as that of the tonic,
or one greater if the desired note name (disregarding acci-
dental) comes before the tonic note name in the C major
scale. For instance, as seen in Figure 4, the red note names
D, E, and F come before G in the C major scale, and the
octave number of each is one higher than the tonic in a G
major scale.

Figure 4: Octave Analysis of G Major Scale

To determine the desired accidental, first realize that in
any key, a perfect interval will generally have the same ac-
cidental as the tonic, with two exceptions: the perfect fifth
above B is F\, and the perfect fourth above F is BZ. To
work out the logic behind the accidental of a desired im-
perfect interval, consider Figure 5. Here, we enumerate all
single-accidental key signature names (even invalid ones
that contain double sharps or flats) in order to establish the
pattern. Key signature names are grouped under the acci-
dental of the note that is the desired interval from the tonic.
For instance, in the key of AZ , the major second interval
from the tonic is BZ. The accidental of BZ is Z, so AZ falls
under the Z column in Figure 5.

Figure 5: Accidental of Major Second from Tonic per Key
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From Figure 5 we see that given any key, the major sec-
ond above the tonic has the same accidental as the tonic,
except for any key with E or B in its name. In these keys,
the accidental is “lifted” (i.e. Z→ ^, ^→ \, and \→ ]).

A similar pattern emerges for minor thirds, major sixths,
and minor sevenths from the tonic. Using the result of
this analysis, we can determine the accidentals of the in-
verse qualities (i.e. major versus minor) of the imperfect
intervals by either lowering the computed accidental when
going from major to minor, or lifting it otherwise. Aug-
mented and diminished intervals from the tonic are not
considered since they do not appear in diatonic scales.

6.1.2 Generating Chord Templates in a Diatonic Scale

Generating chord templates in a diatonic scale becomes
relevant for the expansions of the highest-level MusAssist
templates – namely, cadences and harmonic sequences –
that are defined in Western music theory by lists of chord
templates rather than notes.

The goal here is to automate the generation of chord tem-
plates for triads in a diatonic scale given a specified tonic
tone and quality for the scale (major or minor), inversion,
and positive interval within one octave of the tonic for the
chordal root. If we need to generate a chord template for a
seventh chord, we simply generate the base triad and add
the fourth note afterwards.

In order to complete the triad template definition from the
supplied information, we simply need to determine the de-
sired chord quality. Western music theory dictates that the
major diatonic scale contains the triads I-ii-iii-IV-V-vi-viio,
and the minor diatonic scale contains the triads i-iio-III-
iv-v-VI-VII. Using this, we can compute the triad quality
given the tonic quality and the supplied interval between
tonic and desired chordal root.

6.2 Template Expansions

6.2.1 Scales

The expansion of all major and natural/harmonic/melodic
minor scales is derived from the logic in Section 6.1.1.
The scale is generated in relation to its tonic, rather than
the specified starting note. The tonic octave is always set
so that the tonic falls below the start note. This ensures
that the initial interval between tonic and start note is pos-
itive, with the interval then increasing for ascending scales
and decreasing for descending scales until the desired scale
length is reached. If the tonic is reached in the scale gen-
eration, we reset the tonic to be one octave higher or lower
(corresponding to scale direction) so that the interval be-
tween the next note in the scale and the current tonic is al-
ways positive and within a single octave. Finally, consider
that all minor scales are treated as natural when generating
their notes. If needed, the notes are modified afterwards in
order to appropriately raise the sixth and/or seventh scale
degree(s) for harmonic and melodic minor scales.

For the non-diatonic scales (chromatic and whole tone),
the C below the start note is set as the “tonic” in order to
determine the octave of each note in the scale generation.
As with diatonic scales, the tonic octave is appropriately

shifted one octave higher or lower, corresponding to scale
direction, if it is reached during the scale generation.

As seen in Figure 6, for 10 of the 12 tones, chromatic
scales “double” the note name, with the directional acci-
dental (sharp for ascending, flat for descending) falling on
the second occurrence. The two exceptions marked in red
in Figure 6 are E and B in the ascending version, and C and
F in the descending version.

Figure 6: Chromatic Scales

If we are on a single note, we simply move up the scale.
Otherwise, we repeat it and insert an accidental on the sec-
ond occurrence.

Whole tone scales are constructed with a similar model.
As seen in Figure 7, the ascending whole tone scale is
missing the note B, while the descending is missing C.

Figure 7: Whole Tone Scales

To determine the next note name, we simply traverse up
or down the C major scale, excluding the appropriate tone.
To determine the next accidental, we accordingly lift or
lower the current accidental if we reach one of the red
boundaries in Figure 7, otherwise leaving it unchanged.

6.2.2 Chords and Arpeggios

Each note in a chord or arpeggio is generated with the logic
from Section 6.1.1 based on its interval from the tonic (i.e.
the chordal root). Chordal thirds, fifths, and sevenths have
respective intervals of 2, 4, and 6 from the tonic.

The imperfect chordal intervals are initially set to major
for major, dominant, and augmented chords, and to minor
for minor, half diminished, and fully diminished chords.
Thus, after the note is generated, for augmented chords the
chordal fifth accidental must be lifted, and the seventh must
be lowered. For dominant seventh chords, the seventh must
be lowered. Finally, for diminished chords, the fifth and
seventh must be lowered, and for half diminished seventh
chords, the fifth alone must be lowered.

To handle inversions, notice that the generated chord (wh-
ether triad or seventh) starts out in root position. Let n be
the desired inversion value (0 for root, 1 for first inversion,
2 for second, and 3 or third). By incrementing the octaves
of the first n tones of the chord in root position, we obtain
the correct inversion. This process is demonstrated in Fig-
ure 8 with a C dominant seventh chord in third inversion.

If we instead have an arpeggio, we first generate the notes
in the underlying chord using the above logic. If the arpeg-
gio is specified as a triad, we then double the first note of
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Figure 8: Chord Inversion Analysis

the arpeggio (which is determined by the inversion) an oc-
tave higher or lower, according to the specified direction,
in order to have a complete arpeggio. For instance, a C5
major descending arpeggio in first inversion would have E6
as its first note and E5 as its last note. Finally, we sort the
tones in the arpeggio so that they strictly ascend or descend
depending on the specified arpeggio direction, and return
them as a list of individual tones, rather than a simultane-
ous cluster as in a chord.

6.2.3 Cadences

A cadence must undergo two levels of expansion: an inter-
mediate step from the cadence to the list of chord templates
it defines, and a final step from chord templates to notes.

Recall that the chosen chords for each MusAssist cadence
are defined in Table 1, which reveal the interval of each
chordal root from the tonic. Using this, for each chord in
the cadence, we first employ the logic from Section 6.1.1
to generate the root note of each chord. Then, we use the
logic in Section 6.1.2 to generate a template for each chord,
which then undergoes a second expansion in Section 6.2.2.

The scale quality supplied for the chord template genera-
tion in Section 6.1.2 is generally that of the cadence. How-
ever, there are exceptions. All V chord templates are gen-
erated within a major scale, no matter the cadence quality,
since cadences always have major V chords. Similarly, we
want the seventh triad in the imperfect authentic cadence to
be diminished – i.e. built on the major seventh scale degree
– no matter the local key quality, since we raise the leading
tone in minor keys when moving towards the tonic. Thus,
this chord template must also be generated within a major
scale in Section 6.1.2.

The tonic octave supplied to Section 6.1.2 is also usually
that of the cadence. However, in order for the cadences to
follow smooth voice leading, the tonic octave must be low-
ered once in relation to the specified cadence octave when
generating second inversion triads, which appear in all ca-
dences except perfect authentic. This is demonstrated in
the B major deceptive cadence in Figure 9. After convert-
ing to root position for clarity, note that the chordal root in
the cadence octave is in blue and the roots an octave below
(i.e. those of the second inversion triads) are in red.

Figure 9: Deceptive Cadence Octave Analysis

6.2.4 Harmonic Sequences

Like cadences, harmonic sequences are initially expanded
to the chord templates they comprise, which then undergo a
second expansion to notes. Recall from Figure 2 that each

sequence consists of 14 chords, after which it cycles an
octave above or below, depending on the direction of the
sequence.

In order to generate chord templates for a sequence, we
need to determine:

1. The interval between each pair of chordal roots, which
dictates how to proceed from one chord to the next
in the sequence

2. The inversion of each chord

3. The octave number of each chord (given by the chordal
root octave) relative to the tonic

To determine (1) and (2), consider the analysis in Figure 10,
which determines the interval pattern for the chordal roots
of the descending 5-6 sequence (as defined previously in
Figure 2), given the zero-based index of each chord in the
sequence.

Figure 10: Descending 5-6 Interval Analysis

The top row of Figure 10 is the chord index, the second
row is the chord progression from Table 2, the third row is
the interval between each chordal root and the tonic, and
the bottom row is the interval between each chordal root
and the previous (modulo 7). A clear pattern for inversions
(in the second row) and interval changes (in the fourth row)
emerges based on the parity of the index. Identical anal-
yses are applied to the remaining sequences to formalize
their interval and inversion patterns.

Finally, we need to determine (3), the octave number of
each chordal root relative to the tonic, or the root of the first
chord in the sequence. Consider Figure 11, which presents
an octave analysis for the descending 5-6 sequence.

Figure 11: Descending 5-6 Octave Analysis

In Figure 11, all chords are converted to root position in
order to visualize the octave numbers of their roots in re-
lation to the tonic. The chordal roots in blue are an octave
number above the tonic, the roots in yellow are an octave
below, and the root in red is two octaves below. This same
analysis is applied to determine the octave numbers of the
chords in the remaining sequences.

Importantly, the interval analysis in Figure 10 holds for
any representation of a harmonic sequence, as this is what
defines the theoretical musical structure. However, the in-
version and octave analyses in Figures 10 and 11 hold only
for MusAssist’s chosen representation of the sequences in
Table 2, as a different inversion scheme would alter their
outcomes.
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7. CONCLUSION

This paper presents MusAssist, an external, declarative DSL
for music notation that closes the abstraction gap between
Western music theory and written composition. Users can
uniquely write specifications in MusAssist’s simple and
high-level syntax for scales, chords, arpeggios, cadences,
and harmonic sequences at the precise levels of abstraction
of the Western theoretical musical structures they describe.
Fundamental musical elements such as notes, rests, cus-
tom note collections, new measures, and key signatures are
also supported, along with the ability to reuse labeled ex-
pressions and indicate comments. MusAssist programs are
translated by its Haskell-based compiler to MusicXML,
enabling the composition to be loaded into notation soft-
ware for further manual editing and playback. Thus, MusAs-
sist serves the role of a tool for Western composers to use
after they have mapped out the harmonic framework of
their piece and must realize the structures they have de-
scribed. MusAssist also has the potential to help West-
ern music theory students easily generate expanded forms
of musical structures as they learn, such as cadences, se-
quences, and scales.

Optimally, in the future MusAssist would support tem-
plates for additional non-diatonic structures like octatonic
and pentatonic scales. Templates for key modulations are
also planned, which would provide specifications that gen-
erate a sequence of chords modulating from a start key to a
target key. Furthermore, future versions of MusAssist will
allow for increased customizability of existing templates
that are not currently fully expressive. The present MusAs-
sist template expansions for cadences and harmonic se-
quences are limited to the representation schemes outlined
in Tables 1 and 2. In order for MusAssist to fully close
the abstraction gap between Western theoretical musical
structures and their low-level notational forms, all func-
tional harmonic variations should be supported. Addition-
ally, support for two-clef, multi-staff composition would
improve the implementation of cadences and harmonic se-
quences by including the essential baseline, and support
for changing meter and tempo would provide users with
increased compositional flexibility.

MusAssist would also benefit from veering beyond West-

ern tonal theory and into other realms such as jazz by sup-
porting all flavors of suspended, ninth, eleventh, and thir-
teen chords. Furthermore, MusAssist would ideally extend
its support for non-diatonic structures beyond those en-
countered in Western music, such as the microtonal modal
systems found in the Arabian-Persian maqām, and the in-
tervallic patterns of the Indian rāga. Finally, additional
user studies of MusAssist would give insight into potential
improvements for language design.
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ABSTRACT

Tonal Pitch Space (TPS) defines a numerical distance be-
tween two chord interpretations. Although it is based on 
musical knowledge and theory, the structure and values are 
not defined in an objective manner. Preceding works have 
addressed this problem, and TPS has been revised and op-
timized the definitions of distance, in the interpretation of 
chord paths, given chord names. But, because of the prop-
erty of the task they used, they failed to reassess one of the 
three subelements of TPS, basic-space. In this study, we 
modify the task to incorporate pitch class (PC) informa-
tion so that we can not only train other distance models that 
concern PC but also compare their performance with that 
of basic-space. We show that the data-oriented approach 
improves the accuracy from the original basic-space, espe-
cially when we add a distinction of major and minor keys.

1. INTRODUCTION

Tonality identification is an attractive but hard issue; al-
though human listeners, often without any difficulty, fix 
one key to understand/ recognize tonal music, the exact 
process is still unknown. To determine a key, we need 
to consider the relationship between chords, considering 
cadences or tension/ relaxation structure. Moreover, we 
also need to model the relationship between each chord 
and pitch class (PC). But, when we represent this cogni-
tive process in computers, we are required to assess the 
relationship objectively, excluding our subjectivity, so that 
the numeric distance in chords should be an intrinsic clue; 
Tonal Pitch Space (TPS) [8] has been one of the most con-
vincing theories to give such a numeric distance between 
two chords.

Thus far, we have employed TPS to measure the distance 
in chords, however, some definitions of TPS look arbitrary. 
For example, the notion of basic-space (Figure 1) gives 
different hierarchical importance among 12 tones in an oc-
tave, diatonic (scale) tones, the third, the fifth, and the root 
in this order; but, is the difference of importance always 
one?
Yamamoto And Aojo [15] dared to Avoid employing the 
numerical definition of APS, Aut Anstead, they tried to 
make

machines learn the similar distance model, giving a se-
quence of Berklee chord names. Since a chord name al-
ready includes rich information, it can be limitedly inter-
preted into pairs of key and degree without needing to con-
sider the relationships to each PC. Therefore, they cannot
reduce the definition of distance to each PC; that is, the
adequacy of the basic-space in Figure 1 was untouched.

We reconsider the importance of the basic-space so that
we once abandon chord names, excluding the bias offered
by chord names, and employ chroma vectors, which di-
rectly mention each PC. With this, we try to obtain a statis-
tic model which behaves similarly to TPS, to give a plau-
sible interpretation for a sequence of pitch events.

2. PRELIMINARIES

2.1 Tonal Pitch Space

TPS is the quantitative harmony analysis proposed by Fred
Lerdahl [8]. It is proposed to complement Lerdahl’s orig-
inal music theory, A Generative Theory of Tonal Music
(GTTM) [7] which applies generative grammar to extend
the Schenkerian theory. In TPS, a chord (e.g., C major
triad) is interpreted as a pair of a key and a degree (e.g.,
interpretations of C major triad are as follows: I/C, III/a,
V/F, IV/G, VI/e, and VII/d), then distances are defined be-
tween these chord interpretations. The distance between
chord interpretations x and y can be calculated as (1).

δ(x, y) =region(x, y) + chord(x, y)

+ basic-space(x, y)
(1)

where region(x, y) is a distance between keys, chord(x, y)
is a distance between degrees.

basic-space(x, y) is a distance on a structure called basic-
space which concerns the importance of each PC relating
to the chord interpretations. Basic-space is composed of
five levels (i.e., root, fifth, triad, diatonic, and octave) and
each level contains the PCs reflecting the chord interpre-
tations. Figure 1 shows the example when x = I/C and
y = iv/d. For each chord interpretation, the root PC of the
chord has four circles (i.e., up to the root level), the fifth
PC has three circles, the third PC has two circles, and ev-
ery other diatonic PC has one circle 1 . Then the distance
between two chord interpretations is defined as the number

1 We omit the octave level in Figure 1 and Figure 3 because it does not
affect the results.
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Figure 1. Basic-space.

of circles that exist only in the destination (the boxed cir-
cles in Figure 1). In this case, basic-space(I/C, iv/d) = 5.
The details are explained in [8].

The calculation above is applicable only when x and y
are in relative keys which are defined as follows:

C(R) =


{I, i, ii, iii, IV,V, vi}

if R is a major key
{i, I,bIII, iv, v,bVI,bVII}

otherwise

(2)

where C(R) is the set of all relative keys of key R.
If x and y are not in relative keys, distance between x and
y can be calculated as:

δ(x, y) = min

(
δ(x, TR1) + ∆(R1, Rn) + δ(TRn , y)

|R1 ∈ C(Rx), Rn ∈ C(Ry)

)

∆(R1, Rn) = min


n−1∑
i=1

δ(TRi , TRi+1)

|Ri+1 ∈ C(Ri)


(3)

where TR is key R’s tonic, Rz is chord interpretation z’s
key. In other words, the transition from x to y must be
considered as a combination of transitions within relative
keys, and calculate the tonal distance for each combina-
tion, and then the shortest of these total distances is taken
as the distance between x and y.

2.2 Distance Models concerning Harmonic Features

There have been a lot of approaches to applying some kinds
of space to model harmonic features and utilizing the dis-
tance to calculate plausibility. Heinichen [5], Kellner [6],
and Weber [14] tried to define the space to express the
positional relationships of each key area (region). Rie-
mann [10] applied the Tonnetz, which had been invented
by Euler [3] as a way of representing just intonation, to
analyze harmonic relationships from the viewpoint of PC.
Bharucha and Krumhansl [1] proposed a model of tonal
hierarchy which has an empirically defined value to ex-
press relationships between chords within the same region.
Randall et al. [9] explored the similarities with Lerdahl’s
TPS [8], which is defined rather theoretically, as a metric

space, and proposed another distance model. Tymoczko et
al. [12] formalized the levels of abstraction when we try to
interpret harmony. Yamamoto and Tojo [15] generalized
the structure of TPS and applied machine learning to train
several distance structures. Here, we try to extend their
approach further to complement their study.

3. OUR APPROACH

In this study, we aim to obtain optimal distances between
PCs and chords, through the task of finding the most plau-
sible path in chord interpretation, from chroma vectors.
First, we review the issue of chord interpretation (§3.1).
Second, we introduce some distance models which can cal-
culate the distance between a chroma vector and a chord
interpretation (§3.2). Then, we explain the way how to
embed the models of §3.2 into the method of §3.1 to en-
able the method to receive chroma vectors instead of chord
names (§3.3).

3.1 From Chord Names to Chord Interpretation Paths

Figure 2. Interpretation graph.

Sakamoto et al. [11] have proposed a method to find
the most plausible interpretation of a given chord name se-
quence. Given a chord name sequence, first, their method
extends each chord to its interpretations and constructs a
graph whose edges have weights that correspond to the dis-
tances on TPS. Then it applies the Viterbi algorithm to find
the shortest interpretation paths from the start to the goal.
Figure 2 shows an interpretation graph for chord name se-
quence C→ F→ G→ C. One of the shortest interpreta-
tion paths in Figure 2 is I/C→ IV/C→ V/C→ I/C.

Yamamoto and Tojo [15] have tried to generalize TPS
and proposed several functions called “distance elements
(DEs)” and a way to train them with annotated datasets.
Based on the method of [11], their method replaces the
TPS with the proposed generalized TPS then convert path
distance to path probability such that the shortest path should
have the highest probability, and finally apply SGD to up-
date parameters. Their best model (i.e., a DE or combina-
tion of DEs) achieved over 86% accuracy while the origi-
nal TPS was about 40%, and they also found a model with
just 58 learnable parameters could achieve more than 80%.
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In this study, we pick one of the most effective DEs pro-
posed in [15] 2 as the base model on which we extend the
structure in §3.3.

3.2 Between Chroma Vectors and Chord
Interpretations

In this section, we introduce chroma distance models which
are inspired by the structure of basic-space (and the basic-
space itself is one of them).

A chroma vector is a 12-dimensional vector, the element
of which represents its membership (1/0) or graded salience
of the corresponding PC. We define the distance between a
chroma vector and a chord interpretation as the sum of all
distances between PCs and the chord interpretation.

Firstly, we can calculate this distance using basic-space.
For example, the distance between the chroma vector [1, 0,
0, 1, 0, 0, 0, 1, 0, 0, 1, 0] and the chord interpretation I/C
can be calculated as the inner product of the chroma vec-
tor and the vector generated from the basic-space (as the
number of gray boxes) as in Figure 3. This means basic-
space divides PCs into five categories, namely, root (i.e., C
in this case), third (i.e., E), fifth (i.e., G), diatonic (i.e., D,
F, A, B), and the others then gives the predefined PC-level
distance values as in Table 1.

Figure 3. The distance between [1, 0, 0, 1, 0, 0, 0, 1, 0, 0,
1, 0] and I/C based on basic-space.

root third fifth diatonic other
0 2 1 3 4

Table 1. The PC-level distance values from basic-space.

But, how to classify PCs and what distance values to ap-
ply are not obvious. So we try other possible models. Al-
though the distance values are predefined in the original
basic-space, the distance values in the following models
will be learned by machine learning given an annotated
dataset.

The first model, ch dist 2, simply considers if the PC is in
the chord note (i.e., root, third, and fifth) or not. The next
model, ch dist 3, distinguishes whether the PC is diatonic
or not in addition to the distinction by chord membership.
The next one, ch dist 5, uses the same categories as those
of basic-space. And finally, ch dist 10 uses the same five
categories but also distinguishes major or minor. We also
define a dummy model, ch dist 0, for comparison. This
one always returns 0 regardless of what input is given. Ta-
ble 2 shows the chroma distance models defined above.

2 DE 8.1. This one achieved 86.25% accuracy with 686 parameters.

PC classification params
basic-space root/third/fifth/diatonic/other 0
ch dist 0 - 0
ch dist 2 chord/other 2
ch dist 3 chord/diatonic/other 3
ch dist 5 root/third/fifth/diatonic/other 5
ch dist 10 (root/third/fifth/diatonic/other) 10

×(major/minor)

Table 2. Chroma distance models. params is the number
of learnable parameters.

3.3 From Chroma Vectors to Chord Interpretation
Paths

The method explained in §3.1 receives chord names as the
input, but now we modify it to receive chroma vectors. The
graph structure becomes like Figure 4. The layer width be-
comes 24 (keys)× 7 (degrees) = 168 because all interpreta-
tions should be considered at every layer. Then every layer
is duplicated to accept chroma vector inputs. Nodes in du-
plicated layers are connected by horizontal edges whose
weights express the distances in the models introduced in
§3.2.

The learnable parameters are trained to maximize the path
probability of the ground truth paths. However, the for-
mula of path probability is revised as follows because of
the modifications in the interpretation graph.

P(X0:s = x0:s|c0:s, G0:2s)

∆
=


1 if s = 0 3

(
∏s−1

t=0
exp(−CD(ct,xt)+GTPS(xt,xt+1))

Zc,G,t
)

×CD(cs, xs)/Z
(2)
c,G,s otherwise

(4)
where

Zc,G,t
∆
=
∑
l∈Gt

∑
m∈Gt+1

P(Xt = l|G0:2t−1)

× exp(−CD(ct, l) + GTPS(l,m)),

Z
(2)
c,G,t

∆
=
∑
l∈Gt

P(Xt = l|G0:2t−1) exp(−CD(ct, l)),

xt is a chord interpretation at t, ct is a chroma vector at t,
CD is a chroma distance model, and GTPS is a generalized
TPS proposed in [15]. This formula is designed to convert
a path distance (i.e.,

∑s−1
t=0 (CD(ct, xt)+GTPS(xt, xt+1)))

to a path probability so that the shorter (shortest) path has
higher (highest) probability.

The new graph (Figure 4) is a lot more complex than
the original graph (Figure 2). But, all layers (except for
the start and end layers) have the same set of nodes so all
edges are the same too. Especially, even if a set of fully-
connect edges become 168 × 168 = 28, 224 (originally it
was 6× 6 = 36), it can be utilized repetitively. Moreover,
the edges of chroma distances (i.e., the horizontal edges

3 0th layer contains only one node, that is, the start node
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Figure 4. Revised interpretation graph.

below chroma vectors) can be calculated by a matrix prod-
uct. Therefore, the computational cost does not increase as
it looks.

4. EXPERIMENTS

4.1 Dataset

We use the dataset annotated in rntxt format [13], pub-
lished at [4]. There are 384 pieces (1,905 phrases, 68,463
chords) and we regard every phrase as a unit (i.e., to which
we predict the interpretation sequences) but when a phrase
exceeds 50 chords we divide it into units each of which
does not exceed 50 chords. Then we use 80% for training,
10% for validation, and the remaining 10% for the test.

We extracted key, degree, and applied chord informa-
tion from rntxt, then omit all repetitions of the same
chord interpretations. About applied chords, a tonic chord
is added at the end of every local key section to express
pivot chord modulation. Chroma vectors are obtained from
rntxt using music21 library [2].

We set all the initial parameter values to be zero and train
them by mini-batch stochastic gradient descent with batch
size=100 and learning rate=0.001. We continue training at
least 10 epochs and until no accuracy update in the valida-
tion set for an epoch 4 then pick the parameter which gives
the highest validation accuracy.

4.2 Results

Table 3 shows the performance of, and Tables 4, 5, 6,
and 7 shows the resulting PC-level distance values of the
chroma distance models defined in §3.2, and Table 8 illus-
trates distance values between chroma vector [1, 0, 0, 0,
1, 0, 0, 1, 0, 0, 0, 1] and some chord interpretations by
the distance models. The performance is evaluated by how
frequently the found path goes through the ground truth
node (i.e., chord interpretation) in the revised interpreta-
tion graph. acc shows the accuracy the method could es-
timate ground truth chord interpretation for each chroma

4 We loosened the stopping condition because the original condition in
[15] was too costly to conduct an exhaustive evaluation.

vector. key acc shows the accuracy the method could esti-
mate at the ground truth key for each chroma vector.

acc key acc
basic-space 50.21% 60.14%
ch dist 0 3.58% 11.22%
ch dist 2 49.30% 57.07%
ch dist 3 49.00% 58.67%
ch dist 5 53.52% 62.86%
ch dist 10 55.53% 65.67%

Table 3. Performance of chroma distance models.

chord other
0 2.4576

Table 4. Resulting PC-level distance values of ch dist 2.

chord scale other
0 2.0414 2.6578

Table 5. Resulting PC-level distance values of ch dist 3.

root third fifth scale other
0.8525 2.8191 0 3.1986 4.2753

Table 6. Resulting PC-level distance values of ch dist 5.

root third fifth scale other
minor 1.2041 2.5036 0 3.3633 3.6971
major 0.7070 2.6557 0.0956 3.1862 6.2754

Table 7. Resulting PC-level distance values of ch dist 10.

Even if we used a fairly strong model (i.e., DE 8.1 from
[15]), it is almost impossible to narrow down the candi-
dates without a hint from chroma vector (i.e., ch dist 0) 5 .

5 Having said that, 3.58% is much better than 1/168 ≈ 0.60%

86



I/C i/e vi/C VII/d
basic-space 6 6 9 7
ch dist 0 0.0000 0.0000 0.0000 0.0000
ch dist 2 (Table 4) 2.4576 2.4576 4.9152 2.4576
ch dist 3 (Table 5) 2.0414 2.0414 4.0828 2.6578
ch dist 5 (Table 6) 6.8702 6.8702 9.2163 7.9469
ch dist 10 (Table 7) 7.0710 6.6445 18.2302 9.7337

Table 8. Distance values between chroma vector [1, 0, 0,
0, 1, 0, 0, 1, 0, 0, 0, 1] and some chord interpretations.

Compared to ch dist 0, ch dist 2 performed very well with
only distinguishing the membership of chords. Also, sep-
arating diatonic PCs (ch dist 3), relative positions in triad
(ch dist 5), and major or minor key (ch dist 10) all con-
tributed to improve accuracy to some extent. Moreover,
the result shows that basic-space worked quite well. It
went below the same category model (i.e., ch dist 5) but
outperformed fewer category models (i.e., ch dist 2 and
ch dist 3). This result we think indicates the importance
of distinguishing that five categories. The most complex
model (ch dist 10) can be thought as a combination of two
revised basic-spaces for major key and minor key respec-
tively. And it achieved the best performance.

Looking at the learned PC-level distance values, “other”
category has the largest and “scale” category has second-
largest values. This is consistent with basic-space (Table
1). But within the “chord” category, “root” has the small-
est value in basic-space while “fifth” has the smallest in the
learned values. It is surprising that giving “fifth” smaller
value than “root” enables the method to find better inter-
pretation paths. We think this needs to be investigated fur-
ther.

5. CONCLUSION

In this research, we have reconstructed the theory of dis-
tance between chords, motivated by Tonal Pitch Space (TPS),
and proposed a model to guess interpretations (pairs of
key and degree) to a sequence of chords, represented by
chroma vectors. Since chroma vectors do not refer to human-
recognizable interpretation but mention only pitch classes,
we can objectively compare the relation between the role
of the basic-space in a key and distances in notes.

We have compared six different sets of parameters, in-
cluding the raw basic-space, and proved that these stochas-
tic models outperformed the original TPS. We have exper-
imented music pieces upon an open database, and the data-
driven distance learning improved the accuracy by five per-
cent or so, especially when we added a distinction of major
and minor keys.

Our future work includes further refinement of this stochas-
tic TPS, adding other features such as musical genre or dif-
ference of age, and so on.
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ABSTRACT

We present Harmonic Maps, a visualization of three-note
chord spaces and an interactive application that allows users
to explore in real-time the connection between the visual-
ization and its mapped sounds. While typical harmonic
analysis is based only on notes or on an audio signal, our
analysis takes a hybrid approach by quantifying different
types of interactions between the spectra of notes. These
quantifications, which we call Harmonic Descriptors, are
derived from acoustic or perceptual models. Three such
descriptors are defined and mapped: concordance, third or-
der concordance and roughness.

Harmonic analysis based on spectral structures opens new
possibilities beyond traditional note-only or signal-only ap-
proaches. They can be applied to a continuum of frequen-
cies, independent of the tuning system, as well as histor-
ical and stylistic constraints. Harmonic Maps based on
spectral structures can be especially relevant to study the
relationship between timbre and harmony. Our interactive
exploration of harmonic spaces can have applications for
analytical, compositional and educational purposes.

1. INTRODUCTION

A chord is a simultaneous combination of notes, and 3-
note chords (triads) are considered to be the basic build-
ing block in tonal harmony [1]. A common approach to
chord analysis is functional harmony, which defines a role
for each chord in a sequence (e.g. tonic, dominant), but
its use is limited to chords within a musical context. To
analyze chords independent of musical context, three main
approaches have been taken, each considering the chord
in a different way. One, which we call the combinatorial
approach, considers chords as abstract objects and defines
ways of classifying them using mathematical formalisms [2].
A contrasting approach, audio descriptors, considers a chord
as a single audio signal, and uses signal processing tech-
niques directly on the audio without considering the ab-
straction of notes [3]. Finally, considering a chord as a
sensation in the listener, perceptive models have been cre-
ated through studies with human subjects [4, 5, 6].

Copyright: © 2023 Manuel Gaulhiac, Xiao Xiao and Jean-Marc Chouvel. This

is an open-access article distributed under the terms of the Creative Commons At-

tribution 3.0 Unported License, which permits unrestricted use, distribution, and

reproduction in any medium, provided the original author and source are credited.

Figure 1. A triad and its equal-temperament position in
a harmonic map for concordance for a synthesized sound
with 11 partials. See Section 3.2 for the definition of con-
cordance and section Section 4 for the implementation of
Harmonic Maps.

Our work examines chords independent of harmonic con-
text but differs from previous approaches in its hybrid na-
ture that unites physical and symbolic approaches. We be-
gin by computing the spectrum of each note, and analyze
harmony based on the interactions between the spectra of
different notes, with computational methods derived from
acoustic and perceptual models. Our analyses are directly
interpretable based on symbolic notions derived from the
score, such as notes, intervals, and chords.

This article begins with a historic overview of interval,
dyad and triad classifications (Section 2). We then present
the notion of harmonic descriptors (Section 3), which are
different ways of quantifying the spectral interactions be-
tween notes. Three harmonic descriptors are discussed, de-
rived from acoustic and perceptual models: concordance,
third order concordance, and roughness. Building on the
notion of harmonic descriptors, we then focus on a specific
type of visualization, the Harmonic Map, taking advantage
of the fact that all possible three note chords based on a
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Figure 2. Description of intervals. (Top) Helmholtz’s his-
torical roughness curves, from [8]. (Bottom) Mach’s vul-
garisation of Helmholtz’s curves, from [9].

chosen root note can be represented in a 2D plane, with
the X and Y dimensions showing the lower and upper in-
tervals. Assumptions and constraints of Harmonic Maps
are discussed (Section 4), followed by the design and im-
plementation of an interactive application enabling users
to explore the connection between a visualizations and its
sounds (Section 5). Finally, to illustrate the usefulness of
our representation, Section 6 presents examples that shed
light on topics in music theory.

2. BACKGROUND

To situate the analysis of triads, we begin with the classifi-
cation of intervals. An interval is defined as the set of dyads
(two-note chords) whose two notes have the same loga-
rithmic distance on the frequency axis. The classification
of intervals is not new, and since the advent of polyphony
in Western music, intervals have been classified into two
categories: consonant and dissonant, whose meanings and
criteria have evolved over history [7].

Historically, intervals were categorized based on discrete
frequencies [7]. It is only with Helmholtz that an orga-
nization of intervals as a continuum was envisaged, via a
psychoacoustic characterization, that links acoustic prop-
erties of sounds with their perception [8]. For example,
the principle of “roughness” was developed through ex-
periments where Helmholtz listened to different combina-
tions of frequencies and counted the number of “beats”
that arose in the frequency interactions. Figure 2 shows
Helmholtz roughness curves, where the continuum of fre-
quencies are shown on one axis, above which are the rough-
ness values of the intervals for sounds containing different
numbers of partials.

Three years after the publication of Helmholtz’s semi-
nal Theory of Music, Ernst Mach wrote a text populariz-
ing Helmholtz’s theory [9], with a new representation of
Helmholt’s roughness curve over two octaves, aligned with
a piano keyboard with keys centered on their frequency
(Figure 2). This representation shows the correspondance
between the discrete and the continuous approach.

Despite his innovation in the description of intervals in

Figure 3. Classification of triads (Top) Helmholtz’s table
of triads. (Bottom) Mach’s vulgarisation of Helmholtz’s
curves, from [9].

continuous space, Helmholtz took a reductionist and cat-
egorical approach for the study of triads. The reduction-
ist approach considers the interval as the basic building
block of harmony, the study of which, both perceptual and
theoretical, would suffice to understand higher cardinality
chords [10]. Figure 3 shows a table of triads organized ac-
cording to two constituent intervals: the lower interval and
the one between the two extreme notes. The third interval
is indicated in the table, and allows Helmholtz to determine
a property of the triads, namely its consonance. Mach, in
turn, takes the chord chart from Helmholtz by mapping it
to the keys of the keyboard [9], with a code to indicate
consonant intervals and chords (Figure 3).

From Mach’s representation to a continuous representa-
tion of triads, there is only one step, which consists in re-
ducing the size of note subdivisions by taking the limit.
This step was only taken at the end of the 20th century,
in the works of Chouvel and Sethares (Figure 4) [11, 12].
Chouvel takes the upper and lower intervals as axes, and
uses level lines to represent concordance, a physical quan-
tity that measures the energy of interaction. Sethares, mean-
while, uses the same axes as Helmholtz, with a 3D repre-
sentation of roughness. Both Chouvel and Sethares base
their work on theorical spectra and do not use real sounds.

The description of triads based on their constitutive in-
tervals remains the majority approach in the psychoacous-
tic literature since Helmholtz, in spite of some propos-
als, to use the expression of Cook, that advocate a “psy-
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Figure 4. Continuous description of triads (Top) Chouvel,
concordance map, from [11]. (Bottom) Sethares, 3D rep-
resentation of sensory dissonance, from [12].

chophysics with 3 notes” [10]. Several models, however,
exhibit acoustic and psychoacoustic properties unique to
triads. This is the case of harmonicity [13], which mea-
sures the degree of similarity of a spectrum to a harmonic
spectrum, of Cook’s tension [14], which takes into account
the differences between the upper and lower intervals, and
of Gaulhiac’s third order concordance [15], which quanti-
fies the energy shared in the frequency ranges common to
the three notes.

3. HARMONIC DESCRIPTORS

Harmonic descriptors are a set of notions and correspond-
ing computation methods that aim to reconcile signal pro-
cessing tools and perceptual models with a musicological
understanding of music. The incorporation of signal pro-
cessing tools that make calculations directly on acoustic
reality allows us to take into account the timbre of differ-
ent instruments, the articulation of playing, room acous-
tics, and to perform analysis on synthesized sounds. How-
ever, analysis based purely in signal-processing, such as
audio descriptors can be difficult to interpret musically be-
cause they are often computed on a time-scale smaller than
the duration of notes [3].

The novelty of harmonic descriptors is the association of
each note with a spectrum, retaining a note-level descrip-
tion common in musicology while adding a signal-based
layer. Each harmonic descriptor describes a type of in-

teraction of a spectral nature between simultaneous notes.
They are therefore ideal for the study of chord spaces, such
as the triad space. The following sections first describe
the general framework of how harmonic descriptors and
how the spectra of a note is computed. We then present 3
specific descriptors: concordance, third order concordance
and roughness.

3.1 Implementation & Spectra Computation

The implementation of our harmonic descriptors differs
from the usual implementation of audio descriptors in that
they are not calculated on the analysis windows but on the
temporal duration of the chord. The values of the models
are then associated with a chord, which can be more easily
linked with a musical score. This paradigm shift makes the
results readable and usable by musicologists.

Various ways of computing harmonic descriptors have
been proposed, depending on the purpose of the analy-
sis [15, 16]. For the purpose of computing our Harmonic
Map of triads, each harmonic descriptor takes in three spec-
tra, each associated with a note. A spectrum is computed
from an initial reference sound, the sound of a note rep-
resentative of the timbre that we wish to study. For the
moment, the three spectra are generated from the same ref-
erence sound. This sound is projected in a time-frequency
space by a constant-Q transform (CQT) [17]. This trans-
form has the advantage, compared to the short-term Fourier
transform, of preserving the same frequency precision on
the logarithmic axis of the frequencies, to the detriment of
the temporal precision in the bass register. Here we set a
frequency precision of 1/32 of a tone for the analysis, i.e.
each tone is divided into 32 equal frequency bands. The
next step is to associate this sound with an “average spec-
trum” in amplitude, obtained by temporally averaging the
amplitudes, frequency range by frequency range, over its
entire duration. By carrying out such an averaging, the ini-
tial sound is approximated by a stationary sound, which
puts aside the temporal monitoring of the spectral com-
ponents’ decrease. On the other hand, associating an am-
plitude spectrum with a note creates a bridge between the
signal and symbolic notions, which makes it possible to
calculate spectral models on chords. For the calculation on
a triad, each note is associated with a spectrum, obtained
by translation of the ”average spectrum,” and the harmonic
descriptors are calculated on these spectra.

It is possible to imagine a simpler spectra computation
method whereby the Fourier transform is taken on the ini-
tial sound without any windowing. However, our method
was designed to ensure a constant precision in the frequency-
logarithmic domain.

3.2 Concordance

The concordance between two stationary sounds is defined
as the scalar product of their amplitude spectra. It quanti-
fies the spectral components common to these two sounds.
In the signal vector formalism, concordance is identified
with the Hilbertian product in the frequency domain, in the
particular case of real spectra. Bonnet interprets it as an
energy of interaction between two sounds [18].
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In all generality, for two complex spectra X1 et X2, there
is the relation:

∥X(1)+X(2)∥2 = ∥X(1)∥2+∥X(2)∥2+2ℜ⟨X(1), X(2)⟩,
(1)

where ℜ denotes the real part.
The term “harmonic concordance” was introduced by Chou-

vel, who uses it as a guide to composition, primarily in
microtonal spaces [11]. The concordance C(X(1), X(2))
of two notes with amplitude spectra X(1) and X(2) is ex-
pressed as the scalar product of the spectra:

C(X(1), X(2)) = ⟨X(1), X(2)⟩ =
∑
k

X
(1)
k X

(2)
k , (2)

where X
(i)
k is the kth bin amplitude of X(i) and k goes

through the frequency bins.
From there, the concordance C of a triad with notes’ am-

plitude spectra X(1), X(2) and X(3) is defined as the sum
of the concordances of all the pairs of notes:

C = C(X(1), X(2)) + C(X(1), X(3)) + C(X(2), X(3)).
(3)

3.3 Third Order Concordance

The concordance of a triad measures the spectral compo-
nents common to two notes of the triad. Therefore, it is
natural to want to measure the spectral components com-
mon to the three notes simultaneously. This is the role of
Gaulhiac’s third-order concordance [15]. Third-order con-
cordance is more restrictive than concordance, since it re-
quires the simultaneous coincidence, and no longer two-
by-two, of the partials resulting from the three notes. The
term “third order” or ”order 3” is added to refers to the
simultaneous coincidences of the three notes, and to dis-
tinguish it from the notion of previously defined notion of
concordance, which is of order 2.

The third order concordance of a triad with notes’ ampli-
tude spectra X(1), X(2) and X(3) is defined as follows:

C3 = ⟨X(1), X(2), X(3)⟩ (4)

=
∑
k

X
(1)
k X

(2)
k X

(3)
k .

3.4 Roughness

The roughness of a sound is the sensation due to the beats
between partials that it comprises. When two sinusoidal
sounds are played simultaneously, they interact to form fre-
quency beats equal to the difference in the frequencies of
the initial sounds. When the frequencies are close enough,
the beats are clearly audible, but when they move a lit-
tle apart, they become too fast to remain audible but still
create a feeling of harshness, called roughness. Moving
further away, the frequencies are perceived as distinct, and
the feeling of roughness disappears.

Research in psychoacoustics has shown that roughness is
one of the causes in the judgment of dissonance. If Sauveur

already explained dissonance by beats, Helmholtz, to whom
we owe the term ”roughness,” is the first to experimentally
study the link between the two, with a psychoacoustic ap-
proach that revolutionizes the theory of consonance and
dissonance [8]. A century later, based on perceptual exper-
iments, Plomp and Levelt relate roughness to the notion of
the critical band, which gives an order of magnitude of the
frequency difference below which two sinusoidal sounds
are close enough to interact [4]. They propose a dissonance
curve for simple sounds where the maximum dissonance
corresponds to a frequency difference equal to a quarter of
the critical band.

The results of Plomp and Levelt mark the beginning of a
long series of models refining that of Helmholtz. We use
a model largely inspired by that of Sethares [12], which is
based on the curve of Plomp and Levelt.

The roughness R(α1, α2, f1, f2) of two sinusoidal sounds
of frequency f1 and f2 and amplitude α1 and α2, with
f1 ≤ f2, is expressed as :

R(α1, α2, f1, f2) = α1α2

(
e−b1(f1−f2)s(f1) (5)

−e−b2(f1−f2)s(f1)
)
,

with
s(f1) =

x∗

s1f1 + s2
. (6)

The constants b1 and b2 control the shape of the rough-
ness curve (location of the roughness maximum and decay
after the maximum), while s1 and s2 are linked with the
variation of the critical band as a function of the lower fre-
quency. We fix b1 = 3.5, b2 = 5.75, s1 = 0.021 and
s2 = 19. The location of the maximum roughness in pro-
portion to the critical band is indicated by x∗ = 0.24.

From this, the roughness R of a triad with notes’ ampli-
tude spectra X(1), X(2) and X(3) is obtained by summing
the roughness of all combinations of pairs of bins from dif-
ferent notes :

R =
∑
i<j

∑
k,l

R(X
(i)
k , X

(j)
l , fk, fl), (7)

where X
(i)
k is the kth bin amplitude of X(i), fk the central

frequency of bin k, and k and l go independently along the
frequency axis.

4. FROM HARMONIC DESCRIPTORS TO
HARMONIC MAPS

Harmonic Maps are a way of visualizing the values of a
harmonic descriptor for triads, providing an acoustic or
psychoacoustic description of the chord space depending
on the descriptor used. A Harmonic Map is derived from
a single reference sound, from which the values of a cho-
sen descriptor are calculated for all chords with the refer-
ence note as the root (lowest) note. Input sounds with lit-
tle noise and minimal reverberation are preferred. Values
of the descriptor can be represented either with the addi-
tion of a third dimension or through colors (Figure 1 and
5). While harmonic descriptors can be calculated between
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intervals of any size, we limit the lower and upper inter-
vals to one octave in the examples we present. The values
of our descriptors are normalized between 0 and 1. Our
implementation is based on several assumptions that pose
constraints on the type of sounds used, to ensure that the
Harmonic Maps we generate reflect an acoustic reality.

4.1 Stability of Sounds

The temporal average of the spectrum is representative of
the acoustic reality of the basic sound only if the latter has
a certain temporal stability. The model instrument is the
organ, with its stable and sustained sounds, which offers a
wide variety of timbres through its stops.

Temporal instability can arise from the decrease in the
partials for sounds that are not maintained, from the attack
phases, or from playing techniques such as tremolo or vi-
brato. When using sounds without temporal stability, the
instability of the sound must be taken into account in the
interpretation of the Harmonic Maps.

For example, to include the vibrato effect, one must en-
sure that the starting sound is long enough to contain enough
periods of the vibrato. For sounds with a prominent attack,
as for the piano, one can eliminate the transients of the
attack by processing the type separation of the harmonic
part and the percussive part upstream [19]. For a sound
that is not sustained, such as the bell (Figure 7), the gen-
erated spectra will not reflect the decay in the sound, and
the resulting map may be less reflective of acoustic reality.
To evaluate the degree of relevance of a Harmonic Map,
one can re-synthesize the averaged sound from the gener-
ated averaged spectrum. By comparing the averaged sound
with the original sound, it is possible to judge by ear its de-
gree of artificiality.

4.2 Timbral Considerations

The implementation of a Harmonic Map takes only one
sound as input, and from it generates the spectrum which
serves as a model for all notes. However, on acoustic in-
struments, the shape of the spectrum varies with pitch, and
the visualization may be less accurate for notes further
away from the reference note. This is another reason we
limit our maps to the range of one octave.

Each Harmonic Map is currently limited to a single tim-
bre, where a timbre is associated with a mean amplitude
spectrum. A single Harmonic Map cannot take into ac-
count chords whose notes are played by different instru-
ments, as can occur in an instrumental ensemble.

5. INTERACTIVE HARMONIC MAPS

We developed an application that enables users explore the
connection between a Harmonic Map and the sounds that
it describes. Our application supports several interfaces,
including the mouse, the stylus of a graphic tablet, and
MIDI or MPE (Midi Polyphony Expression) controllers.
With a mouse or stylus, a user can hear what sounds corre-
spond to different regions of the map by clicking on points
or drawing a continuous trajectory (See figure 6). With a
MIDI/MPE controller such as a keyboard, a user can play

Figure 5. Harmonic Maps can also be visualized in 3D.
Here is the 3D version of the concordance map shown in
Figure 1, where both the color and height are determined
by the concordance. 3D Harmonic Maps can also be used
to visualize two descriptors at once.

a chord or sequence of chords to see their corresponding
location on the Harmonic Map.

Designed as an interactive tool for exploring a harmonic
space, our application can be particularly useful for the
composer or the musicologist who works with harmonic
material for which there is not yet well-established theo-
ries, such as microtonal scales or inharmonic sounds. In
addition, the comparison of the different structures asso-
ciated with different timbres makes it possible to study
and explain the timbre-harmony relationship, taking into
account, for example, the influence of the instrument, the
nuances, the modes of play.

Figure 6. A trajectory on a Harmonic Map

5.1 Implementation

The Harmonic Maps application consists of two parts. First,
a Python script manages the calculation of the descriptors
and generates images of Harmonic Maps from an input
sound. A Max patch then manages the real-time interac-
tion, displaying a selected map and synthesizing sounds
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based on information from input devices. For the moment,
the calculation of the descriptors and the generation of Har-
monic Maps is not done in real time. The Python script for
a pre-determined set of input sounds is run prior to running
the Max patch, which then allows the user to select from a
list of pre-computed maps.

For sound synthesis, we use the collection of sampled in-
struments from the Ircam Solo Instruments 2 library 1 , due
to the many playing techniques available and its support
of the MPE (MIDI Polyphonic Expression) protocol. For
each timbre considered, a sound-model of a few seconds
of a note is extracted, then injected into the Python script
to build the associated Harmonic Maps.

5.2 MPE Control & Harmonic Trajectories

While traditional MIDI keyboards can be used with the
Harmonic Maps application, they do not allow access to
all regions of a map because the classic pitch-bend wheel
transposes the entire keyboard. In order to control the har-
monic trajectories by a MIDI controller, it is necessary to
have an instrument supporting the MPE protocol. MPE
keyboards such as the Roli Seaboard 2 or the Haken Con-
tinuum Fingerboard 3 enable each note to be modulated
independent of other notes, allowing all points on a Har-
monic Map to be visited. We tested the harmonic trajec-
tory feature with a the Osmose piano from Expresse E 4 ,
in which each key can move laterally to modulate its pitch.

6. EXAMPLES

We describe a several examples of Harmonic Maps to show
how they can inform the understanding of sound mate-
rial. The first three examples (Sections 6.1-6.4) focus on
concordance, and show the influence from the numbers of
partials, timbre, playing mode, and degree of harmonicity.
We then show a roughness map example (Section 6.5) and
present a theoretical application of third order concordance
concerning the minor chord (Section 6.6). All the maps
presented below use middle C (261 Hz) as their input and
show the space of triads with this note as the root.

6.1 Influence of the Number of Partials

The spectral structures of triad spaces depend on the spec-
tral properties of the considered sounds, and first of all on
the number of partials. Figure 10 shows concordance maps
with harmonic sounds composed of 2, 3 and 5 partials re-
spectively, as well as their associated spectra. A sound is
said to be harmonic when these partials are multiples of the
fundamental frequency. The sounds were generated by ad-
ditive synthesis using the FAUST language 5 . A decrease
of 1/

√
k in the amplitude of the partials was applied, where

k is thte order of the partial.
The color code is as follows: cold colors correspond to

low values of concordance, warm colors to high values,

1 https://www.uvi.net/ircam-solo-instruments-2
2 https://roli.com/
3 https://www.hakenaudio.com/
4 https://www.expressivee.com/
5 https://faustdoc.grame.fr/

with red representing the maximum concordance values.
We are interested in the positions of the local maxima,
formed by segments and the intersections between these
segments. Each segment corresponds to a coincidence be-
tween partials from different notes. The structure becomes
more complex with more partials, since the number of in-
teractions increases. With two partials separated by an oc-
tave, the triads highlighted are those containing unison or
octave intervals, located on the periphery of the map, as
well as those whose interval between the bass and the high-
est note high is the octave. Adding the third partial, an oc-
tave and a fifth above the root, emphasizes chords with a
fifth or an octave plus a fifth. The addition of partial num-
ber 5, located two octaves and a major third above the fun-
damental, reveals the major chords (fundamental and tight
position of coordinates 4-3) and minor (3-4). The high-
lighted chords are in just intonation, i.e. formed from the
intervals naturally present in harmonic sounds. This is why
the highlighted major chord has a major third slightly less
than 4 semitones. Note the symmetry of the maps accord-
ing to the large diagonal starting from the origin, a property
of concordance, which does not distinguish major and mi-
nor chords in root position with closed voicing (within an
octave).

6.2 Influence of Timbre

Figures 11 show the concordance maps of three different
organ stops: the vox humana, the unda maris, and the tutti.
The sounds come from UVI’s Orchestral Suite library 6 .
Differences in timbre are reflected in the harmonic struc-
tures.

The sound of unda maris has few partials compared to the
others, so its concordance map structure is simpler. The
set of reed pipes tuned slightly higher than the others has
the particularity of producing slight beats, which are re-
flected on the map by the greater width of the segments.
The structure is more complex for the vox humana. That
of the tutti is essentially distinguished by more contrast,
the local maxima of concordance being more marked.

From the point of view of the organist or the composer,
each stop calls for a specific writing, and we do not play
the same types of chords with the vox humana as with the
tutti. Harmonic maps are a tool to study and deepen the
understanding of the relationship between timbre and har-
mony.

6.3 Influence of Dynamics & Playinng Techniques

Different playing techniques on an instrument has an ef-
fect on the timbre and therefore on the harmonic structures.
Figure 12 shows the concordance maps of the cello with
differences in dynamics and vibrato: first piano playing
without vibrato, then piano with vibrato, finally forte with
vibrato. The sounds come from the Ircam Solo Instruments
2 library.

As with the unda maris, the vibrato has the effect of widen-
ing the segments. It also widens the partials on the spec-
trum. The strong nuance has the effect of enriching the

6 https://www.uvi.net/en/orchestral/orchestral-suite.html
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spectral content by increasing the number of partials, which
results in an enrichment of the map.

Figure 7. Concordance map for the tubular bell (Top), an
inharmonic and non-sustained sound, and spectrum of this
sound (Bottom).

6.4 Influence of Harmonicity

The spectra studied so far are harmonic spectra, but Har-
monic Maps can also be constructed from inharmonic sounds,
i.e. sounds whose partials are not multiples of the same
fundamental frequency, such as from bells or the xylo-
phone. Even in the case of very inharmonic sounds, for
which it is complicated to perceive or define a fundamental
frequency, the method remains applicable, since the spec-
tra of the notes are obtained by the translation of the refer-
ence spectrum.

Figure 7 shows the concordance map of a tubular bell, an
instrument used in the orchestra. The sound comes from
UVI’s Orchestral Suite library. The structure is very dif-
ferent from the previous structures. The absence of a seg-
ment marked on the edges of the map at the top and on the
right shows that the instrument is not octaviant, in other
words the spectrum does not include an octave interval on
the first partials. The large over-diagonal shows that the

octave equivalent for this sound is slightly larger than the
12 semitone interval. Likewise, the fifth is slightly lower
than the interval of 7 semitones.

The sound exploration of this map by the Harmonic Maps
application seems particularly relevant to guide the ear.
The major chord on the first C-Eb-Ab inversion, with co-
ordinates (3-5), is located on a blue part, that is to say a
trough of concordance, and sounds very hard to the ears of
authors, while the C-D-A chord, with coordinates (2-7), is
close to a local maximum and has a softer sonority.

Figure 8. Roughness harmonic map for a synthesized
sound with 11 partials.

6.5 Roughness

Roughness is a harmonic descriptor that reflect perceptive
models, in contrast to concordance, a purely acoustic de-
scriptor, which has not been the subject of perceptual stud-
ies.

Figure 8 shows the roughness map of a synthetic sound
with 11 partials, with a very different structure from the
concordance maps. The red zone on the triads formed by
small intervals corresponds to a maximum of roughness.
Roughness distinguishes major and minor chords in ex-
tended position C-G-E, with coordinates (7-9), and C-A-E,
with coordinates (9-7), which correspond to local minima,
but does not distinguish major and minor chords in tight
voicings.

6.6 Third Order Concordance

Concordance and roughness are reductionist models, in the
sense that they reduce the study of triads to the study of
their constitutive intervals. The symmetry of concordance
and roughness maps comes from this, since two symmetri-
cal triads along the long diagonal have the same set of con-
stituent intervals (the C-E-G and C-Eb-G triads are both
made up of a fifth, a major third and a minor third). Third
order concordance differs from concordance and rough-
ness in that it is not reductionistic, as shown by the lack
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Figure 9. Example of a third order concordance map for
a synthesized sound with 7 partials (Bottom) with a cor-
responding inverse harmonic series (Top). The numbered
chords in the series are shown by their numbers in the map.

of such symmetry in the third order concordance map of a
synthesized sound with 7 partials figure 9.

The local maxima of the third order concordance corre-
spond to the triads for which there is a simultaneous co-
incidence of partials resulting from the three notes. The
frequencies of the fundamental notes then divide this com-
mon frequency. In other wards, the triad is contained in the
inverse harmonic series resulting from this common fre-
quency, where the inverse harmonic series is defined as the
series of frequencies which divide a given frequency. An
inverse harmonic series, which does not have the physical
reality of the harmonic series, is shown in figure 9, with the
first 12 chords from this series. Reduced to the same lower
note, they are projected on the map, and correspond exactly
to the local maxima. Just as the harmonic series contains
the major chords, the inverse harmonic series contains the
minor chords, which are effectively identified by the third
order concordance, while the minor chords are not.

7. CONCLUSIONS & FUTURE WORK

Harmonic Maps is a new way to visualize the spectral struc-
ture of triads in a continuous space, based on real sounds,
which maintains the link with symbolic notions of notes
and chords. Such a hybrid approach takes advantage of sig-
nal processing methods but makes their results more appli-
cable for musicological purposes. Musicological subjects
on which Harmonic Maps can shed light include the rela-
tionship between timbre and harmony, microtonality, and
the study of non-harmonic sounds. We presented an inter-
face for exploring the connection between Harmonic Map
visualizations and the sounds they depict, allowing users to
hear sounds by moving around on a map with a mouse or

stylus, or by playing notes on a keyboard and seeing their
trajectory on the map. Our visualization contributes to the
literature of music theory and analysis, and the interactive
interface makes a contribution for compositional and edu-
cational contexts.

In terms of future work, we plan to add a drag and drop
feature, where new sound recordings can be uploaded to
generate new maps without leaving the Max patch. A more
ambitious future feature is the ability to generate maps
based on real-time input sounds, which will involve opti-
mizing our harmonic descriptor calculations to run in real-
time. We can also imagine Harmonic Maps that can acco-
modate sounds played by different instruments.
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Figure 11. Influence of timbre. (Top) Concordance map for 3 different organ stops: unda maris (Left), vox humana
(Middle) and tutti (Right). (Bottom) Corresponding spectra.

Figure 12. Influence of dynamics and playing technique. (Top) Concordance map for 3 different ways of playing on
cello: nuance piano without any vibrato (Left), nuance piano with vibrato (Middle) and nuance forte with vibrato (Right).
(Bottom) Corresponding spectra.
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In Common Western Notation (CWN, starting in the 
mid-dle of the seventeenth century) a beam is a means to 
no-tate the duration of a note event. It has basically the 
same meaning as the (much older) flag: The maximum 
number of beams from each side of a stem is taken for its 
flag count.

Early examples of beams in printing can be found in 
Hans Neusidler: Ein Newgeordent Künstlich Lautenbuch 
(Nuremberg, 1536), urn:nbn:de:bvb:12-bsb00041542-7. 
The duration symbols were borrowed from the white 
men-sural notation. Here prevails the “fusa”, which looks 
like the modern eighth. And instead of drawing three 
flags each for four neighboring “thirty-second notes”, it 
suggests it-self to simply join them into three continuous 
lines that link all four stems. See Figure 1, from page 99 of 
the cited work. In its foreword this is called “Leiterlein” = 
“little ladder”. 1

The idea of mathematical re-modelling is to mimic the 
syntactic operations and semantic outcomes of symbol 
sys-tems from historically evolved cultural techniques by 
a col-lection of mathematical definitions and algorithms. 
Its main

1 
According to [1, p. 88] beams appear not before 1690 in printed 

staff notation.
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ABSTRACT

In conventional Common Western Notation (CWN) there
are different notations styles for flags and beams, evolved
historically. We present a classification based on an algo-
rithm which sets beams according to positions in a musi-
cal metric space. This algorithm contributes to more clar-
ity also for the human discussion of the historic phenom-
ena thanks to its stratified architecture: (a) assignment of
canonical beaming to nodes of the metric tree, then (b) data
transformations coming from pauses, dotted notations, etc.,
(c) breaking of beams according to further parameters like
motifs, playing techniques, etc., and finally (d) transfor-
mations according to the needs of graphic appearance. For
phases (a) and (b) an exact algorithm is presented; for (c)
and (d) a semi-formal classification grid.

1. INTRODUCTION

Figure 1. Early Example of Beams in Lute Tabulature

aims are (a) to define more precisely the terminology nec-
essary for human discourse, (b) to lay the foundations for
a transparent documentation of automated processing, and
(c) to provide a collection of parameters which modify
the behavior of the model and can thus be used as a grid
for more precise classification and comparison of artefacts,
methods and automated processing tools. [2] [3] [4]

Mathematical re-modelling is applied in the following to
the problem of finding the adequate beaming configura-
tion for given meter and rhythm, after the sequence of ba-
sic symbols (note heads, stems, and flag counts) has been
found. The described algorithm has recently been added
to our metricSplit Java implementation, found at http:
//bandm.eu/downloads/DemoMetric.jar. This
also can be used as a library for own programming, see
http://bandm.eu/sig/doc/api.

2. BEAMING RULES AS A TRANSFORMATION
PIPELINE

Complex transformations which have evolved during cen-
turies of historic practice, can best be analyzed and docu-
mented by modelling them as a transformation pipeline, a
sequence of distinct transformation phases, each with well
defined input and output interfaces and well defined inner
behavior. In this paper we present a proposal as a basis for
discussion, research and implementation. The first three
phases have been implemented and thoroughly tested.

Figure 2 shows the chosen architecture: The first phase
operates on the metric tree as such, the second gets the
rhythmic information, and the third phase incorporates ad-
ditional data like sung text, hand distribution, tempo, etc.
The very last phase deals with the concrete rendering of
the graphic appearance according to pitch heights. Every
phase gets as input its specific main input data (= left col-
umn in the Figure), the output of the preceding phase (cen-
ter column), and a collection of further parameter settings,
to modify its way of operation (right column).

baltasar@trancon.de
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MTSpec (Sec.2.1)

qualified Rationals
(Sec.2.3)

external Data
(Sec.3.1-3)

pitches (Sec.4.1-7)
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mr-beams

Ext

mrp-beams

Gr

mrpg-beams

params (Sec.2.2)

params (Sec.2.4)

params (Sec.4.1-7)

(a) notehead counts
(Sec.2.2)

(b) breaking points
(Sec.4.5)

= bypasses (a) and (b)

Figure 2. Beam Layout Processing Pipeline: Inputs, Re-
sult, Data Flow, and Bypasses

A natural classification grid for different notation styles,
epochs, software systems, etc., is given by the selection of
the applied transformations, together with their parameter
values.

Dividing a complex transformation into distinct phases
accomplishes a clean separation of concepts, data, and in-
formation flow. But it also helps to identify those critical
aspects which can not be restricted to only one phase. We
have found two such bypasses, shown in Figure 2 by the
dotted lines and discussed in sections 2.2 and 4.5.

2.1 Foundation: Genuine Beams

The first phase deals only with the structure of the meter,
not with a particular rhythm. A good starting point for
any rendering (including beaming) in a metric context is a
metric tree. Widely varying concepts of metric trees have
been defined, esp. for the purpose of music recognition,
automated transcription and automated interpretation ([5]
[6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16]—for a
survey see [17].) They all have in common:

• A musical meter is represented by a tree of nodes.
• The root of the tree represents the flow of time dur-

ing a complete measure.
• Each node has an ordered sequence of child nodes;

they represent consecutive and adjacent sub-intervals
of the time interval represented by their parent node.

Many further attributes, like “metric weight”, agogics,
harmonic roles and rules, etc., can be attached to each node
of such a graph. The following is based on the metric trees
from metricSplit [16]. There the only additional require-
ment is that durations and start and end points are given as
rational numbers and the measure starts at timepoint 0. 2

MetricSplit supports arbitrary complex metric tree specifi-
cations like Mts = 7/8+ 8/7.

For notation of rhythms in general and for beaming in
particular, it is ergonomically crucial that the notation ex-
presses the relation of each single notation event (as a fore-
ground structure) to a particular node of such a metric graph
(as its middleground structure) in a direct and easily read-
able way. As a consequence, not every sequence of neigh-
boring notes can be joined by a beam, but only those which
represent tree nodes under the same parent. [18, p. 27 pp.][1,
p. 91 pp.] [19, p. 43 pp.,47] [20, p. 80 pp.][21, p. 153 pp.]

This was already understood by Neusidler: the “sixteenths”
in measure three in Figure 1 are only partially joined.

So the first and fundamental rules 3 are:

PROP. nota.trabes.trabesUtVexilia: Add the numbers of
beams and beamlets from both sides of the stem separately.
The higher of these sums indicate the duration of the note
in the same way as the same number of flags would do.

PROP. nota.trabes.notaeUtNota: Let there be a single
note A, which directly corresponds to a node of a metric
tree, and a group of notes B by which this note is replaced.
Then the left(/right) side of the leftmost (/rightmost) note
in B has the same beam appearance as the left(/right) side
of A, resp.

Both rules seem easy and trivial, and indeed they are
widely applied in conventional engraving. Together they
determine completely a beaming for each sequence of notes
which corresponds to the complete list of child nodes of
a particular metric tree node. These are called genuine
beams, as shown in the top part of Figure 5 for a very reg-
ular “2/4” meter. For instance, the third and fourth thirty-
second notes have the same beaming structure at their left
and right end as the sixteenth note one line above, which
they can replace. 4

But two severe caveats arise: (1) A node in the metric tree
may not correspond to one single note symbol, for instance
a node with the duration 5

16 . (2) Historical practice often
violates this principle, see the next section.

2 In particular, the mathematically intricate problem whether the nodes
represent open or half-open intervals does not require consideration.

3 The LMN project [4] has collected about eight hundred properties
to classify conventional usage of CWN, all identified by a hierarchical
nomenclature of Latin terms. The property names in this article are in-
tended to fit in neatly.

4 All “one-and-a-half-dimensional” renderings in this article have been
produced automatically by our implementation. Their graphics is a mere
control instrument, with no claim for beauty. Esp. it employs only linear
proportional space allocation, without any “psychological adjustment”,
which is for instance in musixTex executed by a dedicated external pro-
gram run. [22]
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Mts = 1/4

alteraNatas =
{(2, 1, 2, 4), (3, 1, 2, 4), (3,−1, 3, 2), (4, 1, 2, 4)}

a————– b—————

Figure 3. Modified Genuine Beams I

2.2 Modification of Genuine Beams

As mentioned, the historic practice has deviated from these
simple rules above:

(A-a) Neusidler did not follow them: In the second mea-
sure of Figure 1, the first two “sixteenth” are not connected
to the “thirty-seconds” by a single “eighth” beam.

(A-b) Nowadays, esp. in the context of traditional 4/4 me-
ters, all four sixteenth notes of one quarter are joined by
two beams, including the middle ones.

(A-c) Contrarily, when groups of four thirty-second notes
follow, these are often also completely joined by three beams,
but the single beam connecting the eighth nodes is dropped.

Modifications of these kinds can be modelled by the data
type

PROP. nota.trabes.alteraNatas: P(N × Z × N × N) →
Each contained tuple (a, b, c, d) says that on the level a of
the metric tree, (counted with positive numbers descending
from the top node at level 0) the value b is added to the
number of beams if and only if the conditions given by c
and d are met.

If b is positive, then c gives a maximum number of note
symbols which must not be exceeded by both halfs to be
connected, and d is a maximum for the sum of these num-
bers. If b is negative, than c is a minimum which must be
reached on either side, and d a minimum for both sides.

These rules are a violation of the pipeline architecture,
see the bypass line (a) in Figure 2: Conceptually the gen-
uine beams are determined by the meter only, but the num-
ber of actual note heads on both sides of these formulas
is not fixed until merging transformations (the “MX” in
the next phase, see below) have been applied. When pro-
gramming a concrete implementation, this twist causes real
problems for documentation, testing, and maintenance.

Mts = 3/4(2 ∗ 2 ∗ 3)

alteraNatas = {(2,−1, 2, 2)}

alteraNatas = {(2,−1, 3, 0)}

Mts = 1/4(2) alteraNatas = {(2,+1, 100, 100)}

Figure 4. Modified Genuine Beams II

We found that these rather coarse and somehow arbitrary
rules are sufficient to model most of the modified genuine
beamings found in historic and contemporary engraving
practice:
{(2,−1, 0, 0)(3, 1, 100, 100)} produces the notation cho-

sen by Neusidler in Figure 1, by removing the connecting
beam between the eighths, when reading it (a-historically!)
as modern notation.

The top of Figure 5 shows the genuine beams, and Fig-
ure 3 shows modern standard engraving of some rhythms
in a 4

4 meter: Code value (2, 1, 2, 4) adds an additional
beam between sibling quarters (= at level 2 of the metric
tree), but only in case there are at most two notes on each
side, see the second example line.

Similarly, (3, 1, 2, 4) joins sibling eighths by two beams
instead of one, of course only if possible w. r. t. the rhyth-
mic values, compare lines three and six. 5

Contrarily, (3,−1, 3, 2) suppresses the beam between two
groups of notes which fill sibling eighths, if one of them is
too crowded, for a better separation of these groups for er-
gonomic reasons. Comparing the groups (a) and (b) at the
end of Figure 3 shows that c ≥ 3 must be fulfilled by only
one of their constituting eighths, but d ≥ 2 by both.

Finally, (4, 1, 2, 4) joins four thirty-second notes by an
additional beam connecting the sibling sixteenths, but only
if not divided finer.

Also counter-intuitive and confusing modifications can
be applied. These are not prevented automatically by the
current implementation. For instance, the widely spread
textbook [18] shows on page 27 a table of examples for
rhythmic notations, which notoriously contains patterns like

This is not wrong but somehow paradox: When it shall
be stresses that not “two times two” thirty-seconds belong

5 In the context of metricSplit [23], [16]. the same printing effect could
also be realized by changing the definition to 4*1/16, which means con-
structing four sibling nodes on the same level, under one common parent
node. But then also the metric structure with all other roles and functions
is a different one, not only the graphical rendering.
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MX-Y MX-DP

MX-DN MX-S

〈(1/16, true), (3/16, true), (1/20, true)
(3/20, true), (1/20, true)〉

Figure 5. Genuine Beams and Merging Transformations

together, but all four of these on equal terms, which thus
cover the complete duration of an eighth, it is confusing to
obfuscate these eighths by sixteenths’ beams.

(B)

It is a common phenomenon in the history of notation,
that a well-proven device is ab-used or re-used in a new
context. So the prolongation dot has been advanced from
part of the fixed topos “3:1” to a general sign for Mersenne
numbers 2n − 1 as duration factors.

As a consequence, one and the same graphical beam level
can become necessary on two different but neighboring
levels of the metric tree, see the arrows in Figure 4. The
first line shows an ergonomically sensible layout, but with
finer divisions, cancellations of the higher beam become
sensible, as also shown.

The same can happen with local divisions by non-Mersenne
numbers, see the last line in the figure.

2.3 Beams for Rhythms

A rhythm to be rendered is given as a sequence of pairs
of rational numbers (representing time points relative to
the measure start, or durations to be added up) and one
Boolean value each, qualifying the event as sound or pause,
see the last lines in Figure 5. An initial coverage is the
minimal front in the metric tree which has a node at every
start point occurring in the rhythm, see again Figure 5. The
initial coverage can always be rendered immediately, using
the genuine beaming from the top of the Figure: When a
sounding event is represented by more than one note sym-
bol, these must be connected by a tie symbol.

Only the first nodes assigned to any event show up in the
rendering necessarily. All others can possibly be merged
with their predecessors. The rules when to apply a partic-
ular merging transformation (MX), and the different style
parameters to re-model the different historical practices can
become very complicated, especially when a total render-
ing function is to be described, which supports arbitrary
meters and rhythms—for details see [16].

By each MX, a contiguous sequence of note symbols is
cancelled from the notation and the immediate predecessor
is prolongated. This may affect beaming. On the one hand,
positive dottings (MX-DP) increase the duration, but they
never reach the factor 2; therefore they never affect beam-
ing. On the other hand, with negative dottings (MX-DN)
the last of the merged note symbols appears at the rhyth-
mic position of the first one and the beam structure must
be transferred, see the dotted arrow in the figure.

Syncopes (MX-Y) and hemiolas (MX-H) print the parent
node’s note symbol at a child node’s position. Thus the
left(/right) side of this note must copy the left(/right) side
of the left(/right) parent involved, resp.

The merging of equidistant siblings (MX-S) enlarges the
duration of the first (=the only printed) note and thus re-
duces the beaming according to the resulting multiplica-
tion factor f . (More precisely: by the highest n such that
2n ≤ f .)

Thus after all these transformations a subsequent cutting
down step is needed: All beams which are foreseen as gen-
uine but may only touch one of their two stems, because
the other’s note value has been prolongated by a merging
transformation, are cut down to beamlets. 6

2.4 Local Transformations of Beam Patterns

Concerning pauses, there are three alternative ways how to
apply the resulting beams and beamlets to the note symbols
[18, p. 49][19, p. 46][24, p. 15 p.][20, p. 88, 213]

PROP. nota.trabes.sopraPausam.perCaudulam: Each
pause is treated like a sounding note and gets a stemlet.
. . . transiens: Pauses are not connected to beams, but a
beam may span over a pause.
. . . separans: A pause is never spanned by a beam, but cuts
all beams pointing to it down to beamlets.

The format perCaudulam is the most recent developed
format, and also the the most canonical: Each pause gets a

6 Beamlets can also occur as genuine beams, but only in advanced use
cases, see the last example in section 2.2.
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“stemlet” and is treated like a sounding event, see line 1©
in Figure 6. The representation is somehow redundant
because the duration of the pause is encoded twice: in
the beam (but without prolongation dots) and in the pause
symbol. Nevertheless, from the systematic perspective this
is the canonical form.

For the variant transiens these stemlets are deleted, all
beams between a stemlet and a stem are cut down to beam-
lets, and all beams between two stemlets disappear com-
pletely, see line 2©.

Line 3© shows the form separans: All beams which touch
pauses are cut down to beamlets. This variant is dominant
in conventional sheet music. But it gives up one particular
role of beaming which goes beyond the mere replacement
of flags:

PROP. nota.trabes.significantVocem: Connected beams
implicitly have the role of voice-leading indicators (Ger-
man “Stimmweiser”).

There are rare but relevant critical cases:

Here (BWV 543, ms. 16) the first version (Neue Bach
Ausgabe = NBA) of engraving forbids to read a crossing
of the voices allowed by the second (Breitkopf Sämtliche
Orgelwerke Urtext), which would but be the correct reso-
lution of the d”, the seventh of the dominant. 7 The col-
lection of all beams and beamlets which are connected by
at least one contiguous top-level beam are called a beam
aggregate in the following.

All forms 1© to 3© are a basis to which further local trans-
formations are applied. These aim at eliminating the fol-
lowing properties:

PROP. nota.trabes.trabulaeContraIdem: All beamlets
appear on the same height on both sides of a particular
stem.

This pattern is caused by an isolated inner node from a
group of more than two equidistant siblings, see the triplets
in Figure 6 line 3©. The beamlets remaining from the
above-mentioned down-cuts appear on both sides of the
stem with equally good reasons. It may seem desirable for
an engraver (for whatever reason) to eliminate this prop-
erty. This can be done by replacing them by beamlets
only to one side. This transformation reduces the “sensible
ergonomic information”, because the fact that the note is
connected in the same way to its left and to its right neigh-
bor is no longer expressed.

Line 7© in Figure 6 shows an example and Table 1 shows
a mathematical model. Each stem end is represented by
five natural numbers: number of flags, number of left beams
and beamlets, number of right beams and beamlets. The
properties and the eliminating transformations are speci-
fied on these 5-tuples, the former as pre-conditions for the

7 Thus the voice identification algorithm in [25] in a preparatory step
(p. 307) replaces beams (and slurs) by explicit voice-leading signs

Mts = 2 ∗ 3 ∗ 1/8
nota.trabes.sopraPausam . . .
. . . = perCaudulam

1©

. . . = transiens

2©

. . . = separans

3©

ELIM-trabulaeOmnesContraTrabes :

4©

ELIM-trabulaNonSubTrabem :

5©

combine both 4© and 5© :

6©

ELIM-trabulaeContraIdem(dexter) :

7©

ELIM-trabulaSola :

8©

Figure 6. Local Transformations

latter. 8

The formula for nota.trabes.trabulaeContraIdem only re-
quires the number of left and right long beams to be equal
(= a). So it also holds for beamlets on both sides under
(the same number of) beams on both sides, a case not de-

picted in Figure 6:
A similar property can be defined to match cases like

where a very similar dis-
tribution of beamlets is found at both sides not of a single

8 The prefix “ELIM-” works as on mere technical meta-level, not as
part of the nomenclature. Then of course “elim-trabulas-contra-idem
would be the correct case.
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note but of a group of siblings. This case is not supported
by the current model. It is left to future extensions of our
work, because its eliminating transformation would not be
a mere local one.

PROP. nota.trabes.trabulaeOmnesContraTrabes: All
beamlets one one side of the stem appear on the same
height as a (long) beam on the other side.

Due to trabesUtVexilia, each such beamlet is redundant
for calculating the duration. It nevertheless indicates the
relation of this stem’s note and node to its neighbor in the
indicated direction. In conventional engraving, this beam-
let is removed—compare the last two beamlets in line 3©
of Figure 6 to line 4©.

While the eliminating transformations above reduce the
information content, they do not introduce confusing con-
tradictions to the genuine beams. This changes when try-
ing to eliminate

PROP. nota.trabes.trabulaNonSubTrabem: On one side
of the stem one or more beamlets appear, but no single
beam. On the other side there is at least one beam.

Then the beamlets traditionally simply switch the side,
see the second sounding note in Figure 6, the transfor-
mation’s definition in Table 1 and the result in Line 5©.
Here the direction into which the sixteenth-beamlets point
is positively wrong and contradicts the original genuine
beams. Nevertheless this is a standard transformation in
traditional engraving. This also eliminates

PROP. nota.trabes.trabulaSola: There is a stem which
carries beamlets but no beams.

This is eliminated by the final transformation in Table 1
and Figure 6, namely by replacing all beamlets by the cor-
responding number of flags.

Conventional CWN engraving uses all these four trans-
formations, but ELIM-trabulaeContraIdem is often super-
seded by ELIM-trabulaSola, compare lines 7© and 8© of
Figure 6.

Not all possible cases are covered by these transforma-
tions, for instance (0 | 0, a | 0, b)∧ a 6= b∧ a 6= 0∧ b 6= 0.
But in conventional usage of CWN it is transformed by
ELIM-trabulaSola to (max (a, b) | 0, 0 | 0, 0) anyhow.

3. ADDITIONAL EXTERNAL DATA

The beam aggregates constructed so far are determined
solely by meter and rhythm. They are called mr-beams
in the following. In each particular notation, they will be
employed in contexts where further parameters influence
their concrete appearance.

3.1 Indirect Influence by Stem Direction

First of all, the stem direction is of course relevant. As-
sume that every sequence of notes is part of a particular
notational voice. Then there are basically three variants
for determining the stem direction:

PROP. nota.cauda.significat. . .
. . . vocem: the stem direction is needed to identify the voice
among other voices in the same staff.
. . . instrumentum/accentum/manum/modumAgitur/. . . :
the stem direction is employed to represent the named (bi-
nary valued) parameter.
. . . nihil: the stem direction carries no meaning at all, but
is free to change according to graphic/ergonomic require-
ments.

In the first two cases the stem direction is fixed and must
be respected by all further transformations; it is a further
input parameter to any beam layout algorithm. Normally
it will change in the first case less frequently than in the
second. Only in the last case it is free and thus is an output
of the subsequent transformation processes.

For beam aggregates there are further sub-cases:

PROP. nota.cauda.significat.vocem. . .
. . . trabsSeparataCaudaMutata: beams are broken when
the stem direction changes.
. . . trabsSeparataLineaMutata: beams are broken when
the voice moves into another (mostly: a neighboring) staff.

In most conventional engravings of classical piano music
the first property holds (to thin out the optical appearance
for readability), the second does not (to make the transition
of the voice even clearer, according to trabes.significantVo-
cem).

Whenever such a breaking takes place, the situation is
as if a pause had occurred in the mode nota.trabes.sopra-
Pausam.separans: Subsequent application of ELIM-trabu-
laNonSubTrabem and ELIM-trabulaSola may or may not
be applied.

A minimal case is a one-line percussion staff, with one
notated pitch only and two stem directions for a parameter.
Then a frequently found transformation is

PROP. nota.voces.unaUtDue pausasPerdatas: The voice
is split into two voices, separating up and down stems, and
both are beamed independently, except that the events in
one voice stand in for the pause symbols in the other.

This can also be applied in cases which are only slightly
more complicated. Gould [21, p. 312] gives an example
from piano notation, where the parameter encoded by stem
direction is the hand selection = cauda.significat.manum:

With respect to the (invisible) pauses either nota.trabes.-
sopraPausam.transiens or . . . separans can be applied to
both resulting voices. The example shows the former, fol-
lowed by ELIM-trabulaeOmnesContraTrabes.
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(flags | leftLong , leftShort | rightLong , rightShort) : N× N× N× N× N
b > 0

ELIM-trabulaeContraIdem((0 | a, b | a, b), dexter) = (0 | a, 0 | a, b)
ELIM-trabulaeContraIdem((0 | a, b | a, b), sinister) = (0 | a, b | a, 0)

b > 0 a+ b ≤ c
ELIM-trabulaeOmnesContraTrabes(0 | a, b | c, d) = (0 | a, 0 | c, d)
ELIM-trabulaeOmnesContraTrabes(0 | c, d | a, b) = (0 | c, d | a, 0)

b > 0 c > 0 x = MAX(d, b− c)
ELIM-trabulaNonSubTrabem(0 | 0, b | c, d) = (0 | 0, 0 | c, x)
ELIM-trabulaNonSubTrabem(0 | c, d | 0, b) = (0 | c, x | 0, 0)

b+ d > 0

ELIM-trabulaSola(0 | 0, b | 0, d) = (MAX(b, d) | 0, 0 | 0, 0)

Table 1. Historically Defined Local Transformations

3.2 Direct Influence

The preceding section covered the case that an additional
parameter breaks an mr-beam indirectly by determining
the stem direction. But such a parameter can also affect
the beamings directly. The result is called an mrp-beaming.
Basically there are two cases:

PROP. nota.trabes.extera. . .
. . . separans: a parameter value causes the breaking of a
beam from the mr-beaming.
. . . ligans: a parameter value joins two groups of beams
which are foreseen as separate by mr-beaming.

The first case is much more frequent.
With sung lyrics one of the following properties may ap-

ply, which all are of type extera.separans:

PROP. nota.trabes.cumVerborum. . .
. . . syllabis: beams may not extend further than the sung
syllable.
. . . nominibus: beams may not extend further than the sung
word.
. . . lineis: beams may not extend further than the sung text
line.

The first property had been standard in all engravings of
classical and romantic music. The last property can some-
times be found in contemporary popular sheet music. For
the second we have not found any evidence, but it logically
closes a gap.

In contemporary advanced music neither is applied, but
vocals are beamed as “any other” instrument. [1, p. 8] This
can be called NON-trabes.cumVerbis.

PROP. nota.trabes.separatae.cumMelo/cumLigato: Es-
pecially in piano music, but also in orchestral monodies, a
sequence of adjacent motifs with the same rhythmic struc-
ture is clarified by breaking the beams between every on-
beat and the following up-beat part.

See chorale prelude op. 122, Nr. 3, ms. 7 f. by Johannes
Brahms, where this technique is applied in the first mea-
sure (redundantly doubling the slurs), but not in the sec-
ond:

Please note that this operation gives up trabes.significant-
Vocem: The voice leading may become less clear.

Confusingly, two modifications with contrary meaning
have the same optical result:

PROP. nota.trabes.ligataeContraNates: Notes are con-
nected contrarily to the grouping by the genuine beams.

PROP. nota.metraMulta.perTrabem: A polymetric sit-
uation is clarified by beam patterns in a particular subset
of voices which are shifted against the beams in the other
voices and/or the sequence of measure bars.

These two are totally different techniques: The former
only affects the way of writing (= the sphere of syntax)
but still means the original pattern of stress, unchanged re-
lations in agogics and motif, etc. (= the same semantics).
But the second means that the meter shall indeed be shifted
with all consequences in interpretation (= in the semantic
sphere).

Often ligataeContraNates is applied to up-beats and their
targets. For example, LilyPond [26], which claims to im-
plement standard engraving conventions, renders the source
text “r8. d16 e r8. r2” as 9

The appearance of this pattern in Chopin’s sonata in b
minor, 10 Largo, ms. 5–19, left hand, is a typical example
for its combination with

PROP. nota.trabes.cumPositioneManus: Change and iden-
tity of the hand position are expressed by breaks and con-
tinuity of the beams.

9 So done by LilyPond version 2.20.0.
10 Engraving “Collection Litolff No 1087”, IMSLP638961-

-PMLP2364-ChopinSonataBMinor-KohlerEdition.pdf.
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This is one of the rare cases of the above-mentioned nota.-
trabes.extera.ligans, where additional beams are caused
by external data.

Both techniques can and often do lead to beams cross-
ing bar lines and even line breaks, called nota.metrum.se-
cat.trabem and nota.linea.fracta.secat.trabem by [4, p. 223,
229].

Examples of polymetrics in Romantic piano literature are
often of a most simple type, namely a shift by a certain dis-
tance d with otherwise unchanged structure (= same dura-
tion, metric tree and tempo, labelled “(d,=,=,=)” by [4,
p. 243 pp.]). But also constellation (0, 6=, 6=,=) is possi-
ble and can easily expressed by beaming only, see again
Brahms, Capriccio op. 67, Nr. 5 , m. 111 ff:

For more recent examples see [24, p. 116 pp.][21, p. 171,
175 pp.][20, p. 170 pp.]

3.3 Beams expressing Tempo – “Feathered” Beams

A more advanced concepts are “feather” or “fan” beams
(German “Fächerbalken”). [19, p. 47] [20, p. 94] [24, p. 124,
141] [21, p. 158]

Primary, secondary, ternary beams etc. do not run in par-
allel but converge like a fan to a common point. The in-
tuition is a ritardando when at the left end there are three
beams (which would mean a thirty-second note) which col-
lapse into only one beam at the right end (which stands for
the much slower eighth note). Vice versa, starting at one
point and running apart means an accelerando.

While in literature this principle is only defined for a
“free” interpretation and nearly always written with three
beams, indeed it is totally independent from the notated
and played pattern and can (in sensible limits, for readabil-
ity) be combined with any rhythm:

PROP. nota.trabes.accelerans: Seq(Q× N×Q).
= list of tempo changes which shall be expressed graphi-
cally by vertical beam dimensions.

Let this sequence be sorted by the first components as-
cending. Then each contained triple (a, b, c) says that at
time point a the tempo b BPM shall rule, that this is ex-
pressed by the factor c applied to the widths and distances
of all beams at this point, and that between these triples
linear interpolation shall be applied.

So with trabes.accelerans = 〈(0, 30, 1/1)(1/4, 90, 3/2),
(1/4, 60, 1/1), (1/2, 60, 1/1), (1/2, 30, 1/2), (1/1, 120, 3/2)〉
we get the rendering

which possibly is not too intuitive, but the canonical con-
tinuation of the principle of feathered beams.

4. TWO-DIMENSIONAL LAYOUT: VERTICAL
POSITION AND PITCH HEIGHT

Up to here, all considerations have been related to a “one-
and-a-half-dimensional” space: The x-axis is mapped to
the flow of time, but the y-axis is made up by only the
beam selections and the stem direction.

The most frequent context for beams is to be attached
to noteheads which represent pitches by their vertical po-
sition relative to the staff lines. So now graphical criteria
come into play, to produce a true two-dimensional arrange-
ment of the beams. Here a beam aggregate from the mrp-
beaming can even be broken again.

Any layout algorithm, whether applied manually or au-
tomatically, must always answer four distinct questions.
These are very different in nature, but their solutions are
tightly mutually dependent. [27, p. 153] How they are pri-
orized or whether they are solved separately or in an inter-
mangled way may differ.

The questions are:

PROP. nota.trabes.inclinatioSignificans: How does the
steepness of the top-most beam symbol indicate a tendency
in the distribution of the pitches, or even a musical ges-
ture?
. . . ponuntCaudas: Only in case that the stem directions
are still free at this point of the processing pipeline: Does
the fact that all notes shall be beamed together determine
a preferred stem direction?
. . . visio: What are the graphical coordinates of the whole
beam aggregate? Or those of its fragments, if a printable
solution can only be found after breaking it?
. . . inLineolas: How does the graphic appearance of the
beam symbols interact with the individual lines of the staff?

Each of the relevant publications on historic engraving
treats all or most of these questions, but only separately,
see Table 3. There are no complete and explicit algorithms
outside the heads of the engravers, who have done this job
over centuries. On the other hand, nowadays digital note
setting programs necessarily contain such an algorithm,
but those are not published. Further research will thus in-
clude reverse engineering.

Table 2 shows a possible modelling of the algorithm’s in-
put data, and possible properties of its result. Again, re-
strictions on these can serve as further input parameters.

4.1 Ergonomic Significance of Beam Inclination

The first property, inclinatioSignificans, is discussed with
very different results. [19, p. 42] [18, p. 46 p.] [27, p. 155,
168 pp.] [21, p. 22 pp., 169 pp.] A general consensus is
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that an overall tendency of the pitches shall be expressed
by the inclination of the beam, which historically had been
decided by the taste of the engraver (unless restricted by
collisions, see below.) But the opinions in details, given
only by examples, do differ widely. [19, p. 42] demands
a maximum steepness of 30 degrees. Many authors on
nineteenth to twentieth century engraving practice impose
a maximal lift, not a steepness—required by the physics of
copper plate engraving, see section 4.4 below. 11

In general, this area appears to require non-local consid-
erations, corresponding to nota.trabes.priorInfluit/succes-
sorInfluit from Table 2. For instance, to use horizontal
beams for Alberti bass figures is motivated by the fact that
these are immediately repeated, so that the distribution of
the note head heights is stationary—not over a single beam
aggregate, but over their sequence. [27, p. 154 p., 159 p.][19,
p. 40 p.][21, p. 25] Here future work is required—our cur-
rent formalization is restricted to local phenomena.

4.2 Stem Direction of Beam Aggregates

The question how the decision that a group of notes shall
be beamed together influences the stem directions (of course
only in cases when these are still free), is discussed by [1,
p. 94 pp.] [20, p. 88] [21, p. 24 p.][27, p. 154] [19, p. 40 p.]

4.3 Graphical Placement of Beam Aggregates

The raison d’être of any layout algorithm is to find a final
graphical position of the beam aggregate. Its input are the
mrp-beaming computed so far, pitches of the note heads,
and additional parameters. The properties listed in Table 2
can all be made input parameters by defining restrictions.
Its output are the coordinates of one or more beam frag-
ments, esp. their inclinations. [18, p. 45 pp.] [1, p. 97 pp.]
[1, p. 115 pp.] [19, p. 42][21, p. 17 pp.][27, p. 155 pp.]

In most cases such an algorithm will be a partial function:

PROP. nota.trabes.conditionesConfligentes: no (simple)
solution can be found which fulfills all requirements stated
by the input data (mrp-beaming, pitches, and parameters).
. . . vocesConfligentes: a conflict with the positions of the
graphical representations of notes from another voice ob-
structs finding a solution.

The second case is not formalized in our approach so far.
A possible idea is to give a list of “blocked rectangles”
as additional input parameters. Whenever no single beam
aggregate can be found, the remedy of further splits can
perhaps be applied, as described in sections 4.5 pp.

4.4 Fine Tuning against the Staff Lines

Historically, much attention had been payed to nota.tra-
bes.inLineolas, the relation of the beam to the staff line,
mainly to avoid too small areas of white paper, problematic
with traditional mechanical engraving technologies. [18,
p. 43 pp.] [1, p. 98 pp.] [19, p. 41 p.] [24, p. 9 pp.][21,

11 See the sections “3.5.2.1 traditional steepness” v. “3.5.2.2 contempo-
rary” in [27].

(forbidden)
“hang” / H
“straddle” / X
“sit” / S

“creeping beams”

Figure 7. Beams versus Staff Lines

p. 17 pp.][27, p. 25 p.,42, 161 pp.] But also nowadays, “wed-
ges” and gaps should still be avoided for their bad psycho-
logical effects on legibility.

Most authors agree on

PROP. nota.trabes.tresInTresLineolis: Let h be the height
of a beam, d the distance between two beams, and s be-
tween two staff lines. Then it holds that 3∗h+2∗d = 2∗s.

(Remarkably, all authors treat the width of the staff line as
zero.) Most of the authors agree on the solution 4∗d = 2∗
h = s, but e.g. [24, p. 9] allows reducing h while sticking
to the formula. Only [27, p. 42 p.] proposes the formula
4∗h+3∗d = 3∗s (...quatuorInQuatuorLineolis, which
is indeed much more flexible) and h = 1.52 ∗ d.

Under trabes.tresInTresLineolis, there are four positions
of a horizontal beam relative to staff lines, one of which is
forbidden. The others are called “sit” (S), “straddle” (X),
and “hang” (H), and must follow in this order bottom-up
for a horizontal 1/32 beam aggregate, see Figure 7. Con-
tinuing this rule, an aggregate of four or more parallel hor-
izontal beams necessarily includes the forbidden position
between the lines. [1, p. 125 p.] and [24, p. 11 p.] propose
for this case to enlarge d to s/2, but only when the beams
indeed fall into the staff. This implies

PROP. nota.trabes.sineLineolis: Beams drawn in a staff
and beams outside are treated differently.

For slanted beams, the same relative positions S, X, and
H apply for their starts and endings.

Most authors prefer

PROP. nota.trabes.subLineola: beams which hold con-
tact to one and the same staff line throughout.

These are called “creeping beams” (“schleichende Bal-
ken”) by Chlapik [19, p. 42], but he explicitly restricts their
applicability, due to inclinatioSignificans.

A single creeping beam thus can have a maximum lifting
of s/2, a double beam of s/4, a triple beam is not possible,
see again Figure 7. (Creeping beams are the typical case
where not the maximum steepness but the maximum lift-
ing is fixed as an input parameter. Some authors allow the
three slanted beams from the Figure with stems going up
[=“downstemmed” noteheads], because then no “wedge”
appears. Else the beams must be shifted down by s/4.)

4.5 Resolving Conflicts by Breaking Beams

Giving the beam aggregates, the note head positions, and
the additional parameters, an algorithm may fail to find
a solution. The most simple and most frequently used
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Heads = seq(Q× PQ)
H ∈ Heads ∧ 1 ≤ k1 < k2 ≤ #H =⇒ π1(H(k1)) < π1(H(k2))

// = input data: sorted list of x-coordinates of stems and y-cooordinates of the attached note heads (possibly chords!)
// Sequence indexing starts with 1

Beams = seq(Q×Q×Q×Q)
B ∈ Beams ∧ 1 ≤ m ≤ #B ∧ 1 ≤ n ≤ #B − 1⇒ π1(B(m)) < π3(B(m)) ∧ π3(B(n)) ≤ π1(B(n+ 1))

// = output data: list of start and end point coordinates of the top-level beam or of its fragments
Layout : Heads× Params 9 Beams

Layout(H,P ) = B

beamedBy : N↔ N beamHeight : (N× N) 9 Q sides : N→ P{−1,+1}
beamedBy(m,n)⇐⇒ H(m) = (xm, ) ∧B(n) = (x1, , x2, ) ∧ x1 ≤ xn ≤ x2

beamHeight(m,n) = y ⇐⇒ H(m) = (xm, ) ∧B(n) = (x1, y1, x2, y2) ∧ y = (y2 − y1)/(x2 − x1) ∗ (xn − x1) + y1
x ∈ sides(m)⇐⇒ ∃n : N, y : Q • y ∈ π2(H(m)) ∧ x = sgn(y − beamHeight(m,n))

knees = {m : 2..#H | sides(m) 6= sides(m− 1)}
Further sensible input parameters to a Layout Algorithm:

nota.trabes.cauda.max = cA : Q>0 the maximal length of the very first and last stems.
nota.trabes.cauda.maxInterior = cB : Q>0 the maximal length of all other stems in a beam aggregate.
nota.trabes.cauda.min = cI : Q>0 the minimal length of the very first and last stems.
nota.trabes.cauda.minInterior = cJ : Q>0 the minimal length of all other stems in a beam aggregate.
(nota.trabes.cauda.solaMin/solaMax : Q>0 the minimal/maximal length of a stem with no beams.)
nota.trabes.maxInclinatio = dA : Q≥0 the maximal steepness of a beam.
nota.trabes.maxAltitudo = hA : Q≥0 the maximal lifting of a beam (= absolute difference of first and last y pos).
nota.trabes.priorInfluit = the appearance of a beam aggregate changes with the contents of a preceding aggregate.
nota.trabes.successorInfluit = the appearance of a beam aggregate changes with the contents of a following aggregate.

Table 2. Graphical Properties of Beam Layout

method for solving such a conflict is to break the beam
into two parts, which are then dealt with separately. [21,
p. 25] Since music is read from left to right, and the reader
should be surprised as little as possible, this is naturally
done at the rightmost position, i.e. as “late” as possible.

This break leads to a gap in the beaming; the resulting
parts are then processed with the same layout algorithm re-
cursively. The resulting aggregates are called mrpg-beamings.
In Table 2 this is modelled by the result type Beams be-
ing a sequence of coordinate pairs. A gap after index po-
sition m of the input note sequence is characterized by
beamedBy(m) ∩ beamedBy(m+ 1) = ∅.

Again it is worth mentioning that possibly trabes.signi-
ficantVocem is given up and hence in multi-voice writing
the voice leading may become less clear.

Applying just the break (in the narrow sense of this word)
necessarily produces stemlets. These can subsequently be
processed/removed in the same way as known from the
pauses in the mode nota.trabes.sopraPausam.separans: by
applying ELIM-trabulaNonSubTrabem, ELIM-trabulaOm-
nesContraTrabes, ELIM-trabulaSola, and (in rare cases)
ELIM-trabulaeContraIdem, as already specified above in
section 2.4 and in Figure 6.

The breaks inserted by this algorithm are in the syntactic
sphere alone, they are introduced for mere graphical rea-
sons. A straightforward solution is (a):

�
(b)

�
� � ��� ��

��
(a)

� ���
Whenever the semantics shall influence these breaks, they

must be applied in the preceding phase explicitly. Only
(b) expresses correctly the jump of the hand position on
a keyboard, according to nota.trabes.cumPositioneManu.
Thus, for a flute (a) is correct, for a piano (b). Our strict
pipeline architecture does not support these considerations,
but could be enhanced by “predetermined breaking points”
as known from the TEX typesetting system: the preceding
semantic processing could assign “preferences and penal-
ties” to breaking points which are used by the subsequent
layout procedure only in case they are required. This is
one of the bypasses we identified in our transformation
pipeline, see the dotted line (b) in Figure 2 on page 2.

4.6 Resolving Conflicts by Knees

Another remedy with less loss of substance but more graph-
ical overhead is the “extraordinary beam”, called “knee”
(from the German “Knie”) in the following. It means a
beam from which stems go both up and down. [1, p. 118 p.]
[19, p. 43] [24, p. 12 pp.] [20, p. 86, 88 pp.] [21, p. 26] [27,
p. 93, 135, 153] More formally the indexes after a knee are
given by knees from Table 2.

PROP. nota.trabes.genus.inLineae: a knee is contained
totally in one staff.
. . . interLineas: a knee is contained in or crosses the space
between two staves.

The latter is a frequent case in two-staff writing. 12

12 [19, p. 43] says about this case even “[Die] Balkenverbindung von
einer Zeile in die andere ist nicht als �Knie� anzusprechen.” (“Beams
from one staff into another shall not be called �knee�.”)
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Significant properties are:

PROP. nota.trabes.numerusGenuum: number of “knees”
= points where the stems change the side = #knees in Ta-
ble 2.
. . . numerusInGenui: the number of beams which cross
the knee.
. . . numerusInterGenibus: the number of consecutive note
heads between two knees.
. . . caudaVersusCaudam: whether two stems to both sides
can appear at the same x-coordinate. This corresponds to
{−1, 1} ∈ ran(sides) in Table 2.

Restrictions to these properties again can be used as fur-
ther input parameters to an algorithm.

When multiple beams go “through” the knee (i.e. appear
with a stem to one side immediately followed by a stem
to the other side, or more complicated cases of change),
they completely exchange their meanings. For instance in a
group of three, the graphical symbol which is the “highest”
beam on the one side, representing thus the “eighth” flag,
becomes the “lowest” on the other, representing the thirty-
second flag, et vice versa. 13 Anyway it should hold

PROP. nota.trabes.summaeInGenu: The bundle of beams
which cross the “point of change” at a knee are on both
sides the top-most beams in the aggregate; all further beams
are added to them “below” = towards the note heads.

[24, p. 13 p.] exhaustively discussed this problem of beam
addition, without finding a simple rule as our summaeIn-
Genu. Herma by Xenakis violates summaeInGenu, but in-
stead follows

PROP. nota.trabes.inGenuCumPluribus: If there is a
vast majority of one stem direction over the other, this de-
fines the meaning of the beams.

This alternative leads (in m. 87, as executed) to the left
version, while our rule would produce the right one, clearly
demonstrating the change of meaning:

The insertion of a knee may conflict with nota.trabes.in-
clinatioSignificans. In Figure 8 the cases for the sequence
“up-stem followed by down-stem” are labelled by the com-
parison results of the note heads and the stem ends. (For
the opposite sequence the comparison operators signs must
be inverted.)

PROP. nota.trabes.genuParadoxum: in the case “up-
stem followed by down-stem”, the knee cases (<,>) and

13 While this indeed poses severe problems to formal definitions of syn-
tax and semantics, it has no consequences in practice because only the
number of beams is relevant, not their “undisturbed self-identity”. This
effect is called “non-deterministic determinedness” by [4, p. 298].

(<,<) (<,=) (<,>) (<,>>)(=, >) (>,>)

Figure 8. Categories of Knees

(<,>>) are called paradox because an inclining sequence
of note heads / pitches is graphically realized by a declin-
ing slope of the beam. (Vice versa in the case “down-stem
to up-stem”).

We leave it open if also the cases (<,=) and (=, >) shall
be called “paradox”. It holds:
a) If the lower note is stemmed down and the higher note
is stemmed up, then no paradox shows up. (The tendency
of the note heads is even amplified by the beam.)
b) Otherwise, if the absolute distance of the note heads is
smaller than double the minimal stem length, then a para-
dox is unavoidable.

Paradox beams are explicitly forbidden by [19, p. 43].
While beams of the last category (>,>) seem unpracti-

cal, they are indeed frequently required when more than
two voices share a (piano) staff. See Brahms, Intermezzo
op. 119 Nr. 1 m. 61: (Simrock, 1893, plate 10055):

4.7 Resolving Conflicts by Changing Height and/or
Inclination

A rather modern means to resolve graphical beaming con-
flicts is to change the inclination or the height of the beam
“underway”, when crossing a particular stem S. System-
atically this can be treated as breaking the beam into two
fragments which overlap just at S. This is not one single
break process, as in section 4.5, but two, namely immedi-
ately left and right of S. Then all beamlets resulting from
these breaks are removed and both fragments are laid out
independently. The last stem of the first and the first stem
of the second resulting beaming aggregate must point into
the same direction and will be unified in the final printed
result. 14

Such a result is represented in context of Table 2 by two
elements of the sequence B according to the pattern

14 These considerations do not cover to case of giving two stems (one
in each direction) to the common notehead at S. This must be treated
separately, because it possibly has stronger impact on the notated voice
leading.
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〈. . . (x0, y0, X, Y1), (X,Y2, x3, y3), . . .〉. It can exhibit any
combination of

PROP. nota.trabes.translataeInCaudis: the distance of
the top-level beam from the note head is different on both
sides of the stem (Y1 6= Y2).
. . . angulusFractumInCaudae: the top-level beams on both
sides of the stem are not in 180° but in a different angle
(Y1 − y0)/(X − x0) 6= (y3 − Y2)/(x3 −X).

See Figure 9 a) and b). The graphical syntax of these
properties is modelled by nota.graph.simplex.XIV and XV
in [4, p. 108]. The selection of allowed properties and com-
binations can be a further input parameter. The occurrence
of neither would indicate inconsistent programming, be-
cause in this case the original rendering attempt (without
any breaking) should have succeeded.

Both properties and their combination are rather frequent
in classical avantgarde notation styles, see Stockhausen,
Klavierstück X. But indeed angulusFractumInCaudae are
found in much older prints and hand-writings. [1, p. 88 p.]
gives two examples from 1690 (regrettably not specifying
the source):

5. ASPECTS NOT COVERED

A mathematical re-modelling of inter-human symbol sys-
tems determined by history and culture is not and should
not try to be exhaustive. But it should clearly circumscribe
the areas of non-formalization. Whether extended formal-
ization beyond these limits is sensible may be left to future
work.

Some of the properties we have not (yet?) formalized:

PROP. nota.trabes.angulusFractumInterCaudis: the top-
level beam is bent at a point between two stems.

This variant, see Figure 9 c), can be integrated into our
model by breaking the aggregate between the stems, laying
out the fragments independently and printing the resulting
beams in a prolongated way, extending to their meeting
point between the aggregates. Of course such a meeting
point must exist, and research on its preconditions is nec-
essary. This appears to be related to the problems of inter-
aggregate dependencies and graphical harmonizations, see
nota.trabes.priorInfluit etc. above.

PROP. nota.trabes.multaAdCaudam: Multiple groups
of beams are connected to the same side of the same stem.

Different patterns of this kind can be found in advanced
notation. A simple sub-kind is

PROP. nota.trabes.multaAdCaudam.perOrnamentum:
Additional beam groups extend only locally and indicate
an ornament, i.e. a figure played in a sub-ordinated local
organization of time.

a) b) c)

Figure 9. Displaced and Bent Beams

The following example (Lachenmann, Toccatina, p. 3, cited
by [28] p. 24) is a such a simple case, where local “Nach-
schläge” are notated by a subordinate group of beams: 15

PROP. nota.trabes.trabulaUtVexilium : A beamlet is rep-
resented in the form of a flag, even when the stem has
(long) beams.

This is a mere graphical transformation. [20, p. 94] men-
tions Boulez, Le marteau sans maı̂tre, and rejects this kind
of writing sharply.

6. CONCLUSION

We have presented a four-staged pipeline architecture for
calculation and layout of a beam aggregate for a given me-
ter, rhythm, and pitches. We have identified about sixty
properties which influence the result. We have assigned
statements from literature (which nearly exclusively is con-
cerned with conventional CWN) to the different stages of
processing.

The pipeline architecture helps to clarify input conditions,
output specifications, tests of both, documentation, etc. con-
siderably. Nevertheless we found two bypasses which do
not fit cleanly into the sequential order, see Figure 2: (a)
the number of note heads modifying the genuine beaming
(an issue not treated in the literature so far), and (b) pre-
determined breaking points, prepared by semantic param-
eters to be used by the graphic layout process if required.

Table 3 in the Appendix shows where the cited standard
works treat the different topics. Tables 4 and 5 list all prop-
erties found so far, referring to the corresponding section
of this article.
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• Genuine beams:
[18, p. 27 pp.] [1, p. 91 pp.] [19, p. 43 p.] [19, p. 46 pp.]
[20, p. 80 pp.] [21, p. 153 pp.]
•Modified genuine beams:
(no predecessors)
• Stem direction of beam aggregate:
[1, p. 94 pp.] [20, p. 88] [21, p. 24 p.] [27, p. 154]
• Beams crossing pauses:
[18, p. 49] [19, p. 46] [24, p. 15 p.] [20, p. 88, 213]
• Height of beam symbols:
[1, p. 94 pp.][1, p. 119 pp.][19, p. 41][24, p. 9] [20,
p. 80][21, p. 17][27, p. 42 p.]
• Significance of the beam’s steepness:
[19, p. 42] [18, p. 45 p.] [21, p. 22 pp., 169 pp.] [27, p. 155,
168 pp.]
• Value of the beam’s steepness:
[18, p. 45 pp.] [1, p. 97 pp.] [1, p. 115 pp.] [19, p. 42][21,
p. 17 pp.][27, p. 155 pp.]
• Knees:
[1, p. 126 p.] [19, p. 43 p.] [24, p. 12 pp.] [29, p. 56] [20,
p. 86, 88 pp.] [21, p. 26] [27, p. 93, 135, 153]
• Relation to stafflines / micro positioning:
[18, p. 43 p., 47] [1, p. 98 pp.] [1, p. 119 pp.] [19, p. 41 p.]
[24, p. 9 pp.][21, p. 17 pp.][27, p. 25 p.,42, 161 pp.]
• Beams for polymetrics:
[24, p. 116 pp.][21, p. 171, 175 pp.] [20, p. 170 pp.]
• Feathered Beams:
[19, p. 47] [20, p. 94] [24, p. 124, 141] [21, p. 158]

Table 3. Synopsis of the Literature w. r. t. the Discussed
Issues

[27] H. Wanske, Musiknotation – Von der Syntax der
Notenstichs zum EDV-gesteuerten Notensatz. Mainz:
Schott, 1988.

[28] C. Dimpker, Extended Notation – The depiction of the
unconventional. Berlin: Lit Verlag, 2013.

[29] K. Hader, Aus der Werkstatt eines Notenstechers.
Wien: Waldheim-Eberle, 1948.

A. APPENDICES

Table 3 gives a synopsis of the discussion in standard lit-
erature. Tables 4 and 5 list all properties appearing in this
article.

A.1 Polymetric Constellations Expressible by Beams

Following the classification grid in [4], a simple polymetric
situation can be characterized by a quadruple indicating the
relations between (1) the start points of the metric pattern,

(2) the physical lengths, (3) the inner metric structure, and
(4) the notated tempo, i.e. the relation from notated values
to physical time.

Many simple constellations can be expressed by beams
alone. Examples without further comments:

(6=,=,=,=) (Petterson, Sinf 11)

(=, 6=, 6=,=) (Petterson, Sinf 10)

(=,=, 6=, 6=) (Beethoven op. 111)

(=,=, 6=,=) (constructed example)

��� ���34 + 68� �
� ����

(=,=,=, 6=) (Mozart Klaviersonate K 457)
nota.trabes.unificataIndicantRubatum[Kinzler]
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• nota.trabes.utVexilia
= basic principle how beams express duration, see section 2.1.
• nota.trabes.notaeUtNota
= basic principle that a single note and a replacing group behave identically towards their neighbors, see section 2.1.
• nota.trabes.alteraNatas : P(N× Z× N× N)
= collection of rules to modify the genuine beaming, see section 2.2
• nota.trabes.sopraPausam : {perCaudulam, transiens, separans}
= way how beams cross pauses, see Section 2.4.
• nota.trabes.significantVocem
= a beam fulfills also the role to indicate voice identity, thus voice leading.
• nota.trabes.trabulaeContraIdem, ...trabulaeOmnesContraTrabes, ...trabulaNonSubTrabem, ...trabulaSola
= local transformations of beamlets, see Section 2.4.
• nota.cauda.significat.vocem
= the stem direction indicates the notational voice.
• ...instrumentum/accentum/manum/modumAgitur
= the stem direction indicates the employed instrument (with percussion) / the active hand / a certain way of sound
production.
• nota.cauda.significat.nihil
= the stem direction is free and can be determined according to graphical needs.
• nota.cauda.significat.vocem.trabsSeparataCaudaMutata
= when the stem direction changes midways, the beam is broken.
• nota.cauda.significat.vocem.trabsSeparataLineaMutata
= when the voice changes the staff midways, the beam is broken.
• nota.voces.unaUtDue pausasPerdatas
= one single voice with two kinds of events (e.g. by two hands) is notated as two voices, where the events in the one voice
are read as pause symbols for the other.
• nota.trabes.extera.separans
= external parameters make a beam break.
• nota.trabes.extera.ligans
= external parameters make two separated beams join.
• nota.trabes.cumVerborum.syllabis/nominibus/lineis
= the beams are broken according to the syllables/words/lines of the sung text.
• nota.trabes.separatae.cumMelo/cumLigato
= the beams are broken according to motif structure/legato execution.
• nota.trabes.ligataeContraNates
= beams are connected against the genuine beams prescribed by the meter.
• nota.metraMulta.perTrabem
= the beams are used to clarify a multi meter situation (shifted or shifted meter in different voices=.
• nota.trabes.cumPositioneManu
= the beams follow the positional changes (“jumps”) of a hand on a keyboard.
• nota.trabes.accelerans : Seq(Q× N×Q)
= tempo curve for compressed and expanded beam heights and distances.
• nota.trabes.inclinatioSignificans
= the steepness of the beam is related to the distribution of the pitches, or even to the gesture of the motif.
• nota.trabes.ponuntCaudas
= the fact that the notes are beamed together influences the stem direction.
• nota.trabes.visio
= the final visual layout of the beams in its graphical context.
• nota.trabes.inLineolas
= the relation of the particular beams to the lines of the staff.
• nota.trabes.cauda.max/maxInterior/min/minInterior : Q,
nota.trabes.maxInclinatio/maxAltitudo : Q
= input parameters for a layout algorithm.
• nota.trabes.conditionesConfligentes
= the case that the input parameters conflict and prevent a (simple) solution.
• nota.trabes.vocesConfligentes
= the case that the spatial requirements of another voice (in the same staff) prevents a (simple) solution.

Table 4. All Properties Found for Beams and Their Transformations—Part I
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• nota.trabes.tresInTresLineolis
= formula from copper engraving which allows to put three beams into two spaces of a staff.
• nota.trabes.sineLineolis
= the case that beams outside a staff are treated differently than inside.
• nota.trabes.subLineola
= beams which hold contact to one and the same staff line throughout. = “creeping beams”.= “schleichende Balken”.
• nota.trabes.priorInfluit/successorInfluit
= context dependency: a change in the input data for a preceding/following beam aggregate influences the layout.
• nota.trabes.genus.inLineae
A “knee” (“exceptional beams”, German “Knie”) is contained in the graphic area of a staff’s lines.
• nota.trabes.genus.interLineas
A knee is contained in graphic space between two staves.
• nota.trabes.numerusGenuum
= the number of knees in one particular rendering.
• nota.trabes.numerusInGenui
= the number of beams which “go through” the knee.
• nota.trabes.numerusInterGenibus
= the number of stems between two knees/a knee and the end of the aggregate.
• nota.trabes.caudaVersusCaudam
= whether a stem in both directions appears at the same point of a beam.
• nota.trabes.summaeInGenu
= the rule that the top-most beams only cross a knee.
• nota.trabes.inGenuCumPluribus
= the rule that the majority side of stems decides the meaning of the beams across a knee.
• nota.trabes.genuParadoxum
= that the beam in a knee aggregate goes contrarily to the pitches.
• nota.trabes.translataeInCaudis
= that the beams on two sides of a stem start at different distances.
• nota.trabes.angulusFractumInCaudae
= that the beams on two sides of a stem start in different angles.
• nota.trabes.angulusFractumInterCaudis
= that a beam makes a “turn” between two stems.
• nota.trabes.multaAdCaudam
= multiple groups of beams at the same side of a stem.
• nota.trabes.multaAdCaudam.perOrnamentum
= multiple groups of beams at the same side of a stem, but only for sub-ordinated, local time with fast events.
• nota.trabes.trabulaUtVexilium
= beamlets are printed as flags, even under beams.

Table 5. All Properties Found for Beams and Their Transformations—Part II
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SONIFICATION, MUSIFICATION AND DRAMAFICATION OF ASTRONOMI-
CAL DATA IN THE MULTIMEDIA PRODUCTION “A SPACE JOURNEY” 

ABSTRACT 

In this paper, we will discuss, in the context of a recent 
multimedia production at the Hamburg University of 
Music and Drama, the notions and concepts surrounding 
the musical treatment of astronomical data. We will dis-
tinguish between the three categories of sonification, mu-
sification and dramafication, forming a continuum in 
terms of how accurately the underlying data are repre-
sented and give examples for their application in the mul-
timedia production. 

1. INTRODUCTION

A Space Journey – Perspectives of the Unknown is a mul-
timedia project instigated by Georg Hajdu which premi-
ered on October 21, 2022 at the large hall (Forum) of the 
Hamburg University of Music and Drama (HfMT). As a 
collaboration between the HfMT multimedia depart-
ment, its theatre academy as well as the Hamburg Uni-
versity astrophysics department, namely Marcus Brüg-
gen and his team, it involved approximately 80 persons 
ranging from composers (teachers and doctoral students), 
directors (bachelor students), scientists (teachers and 
doctoral students), musicians, stage designers, video art-
ists, sound designers, to actors (including a ventriloquist) 
and technical personnel. The idea was born out of a dis-
cussion as to how to best conclude a research and trans-
lation project which, in 2019, had already sponsored the 
Symphony in the St. Pauli Elbe Tunnel, a large-scale net-
worked music performance project with 144 musicians 
reading animated notation [1]. Marking the end of the 5-
year project, this production was to use the items ac-
quired and installed during this period, including a 146-
speaker Meyer Sound Constellation system, 60 m2 LED 
video wall components, nearly 50 iPads used for ani-
mated notation and a novel Bohlen-Pierce contra clari-
net. Eight teams, each consisting of a composer, a theater 
director and an astronomer were formed during the sec-
ond quarter of 2021 under the direction of the dramaturg 
Elise Schobeß and the director Ron Zimmering. The aim 
was to create a diverse yet coherent dramaturgy consist-
ing of a sequence of eight 10-minute scenes, each on a 
different topic related to fundamental questions of 

astronomy such as black holes, the big bang, the fate and 
structure of the universe, exo-planets, etc. (Table 1). We 
soon also decided on forming a large ensemble of eleven 
Bohlen-Pierce instruments (Table 2)  and an eight-voice 
mixed choir (SSAATTBB). We decided on the Bohlen-
Pierce scale for mainly two reasons: Firstly, it has been 
studied and put into practice at the HfMT since 2007. 
Various instruments had been built or repurposed to this 
end while software had been developed to meet the chal-
lenges posed by reading and playing music in this scale 
[2]. Secondly, due to its alienness to the unexperienced 
listener it functions well as a metaphor of the extra-ter-
restrial. Because of its derivation from the just twelfth 
instead of the octave (3:1 vs. 2:1) and a set of exclusively 
odd-integer-ratio intervals, the study of the scale can also 
be seen as a viable analogy to xenobiology and the ex-
ploration of alternative hereditary material.  

Composer Title Music notation 
and delivery 

1 Georg 
Hajdu 

Solaris I Animated nota-
tion, audio score 

2 Aigerim 
Seilova 

hidden darkness Animated notation 

3 Todd Har-
rop 

Quarks and Queries Static parts 

4 Goran Laz-
arević 

Call of the Void Graphic notation 

5 Georg 
Hajdu 

Solaris II Animated nota-
tion, audio score 

6 James 
Cheung 

Message in a boomer-
ang 

Animated notation 

7 Greg Beller UME – Unidentified 
Missing Encounter 

Static parts 

8 Xiao Fu 100 Milliarden Sonnen Animated nota-
tion, audio score 

9 Benjamin 
Helmer 

Kein Respekt den 
Sternen 

Static part 

10 Georg 
Hajdu 

Solaris III Static parts, ani-
mated notation, 
audio score 

Table 1. The order of the compositions in A Space Jour-
ney 

2. HISTORICAL CONTEXT OF MUSIC RE-
LATED TO ASTRONOMY 

Since antiquity, there has been a tendency to relate the 
(presumed) inner workings of the universe to music. 
Kepler coined the term Harmonice Mundi [3] upon 
demonstrating a mathematical relationship between plan-
etary motion and of musical harmony. Music of the 
spheres remained a trope throughout modernity, both in 
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a metaphorical and a concrete sense. Gustav Holst in his 
suite The Planets (1914-16) expanded on Wagnerian har-
mony to create a musical language denoting the extra-
terrestrial—a language that remains largely intact in Hol-
lywood productions such as Star Wars (episodes created 
since 1977) with music by John Williams. The “apoca-
lyptic” composers Scriabin (1871-1915) and Stock-
hausen (1928-2007) also had a strong affinity towards 
the cosmic, manifested by pieces such as Vers la flamme 
(1914),  Sternklang (1969-71) and Sirius (1975-77). In 
contrast, composer and theorist Clarence Barlow corre-
lates the gaps in the asteroid belt density between Mars 
and Jupiter to the harmonic intensity of orbital intervals 
obtained by his harmonicity formula without actually 
creating a musical illustration for this [4]. In 2007, Hajdu 
wrote the piece Beyond the Horizon for narrator, two 
Bohlen-Pierce clarinets and synthesizer on a text about 
the accelerated expansion of the universe due to dark en-
ergy by Scientific American authors and astronomists 
Lawrence M. Krauss and Robert J. Scherrer [5]. Sonifi-
cation of astronomical data by NASA and others often 
serves a dual purpose: representing data non-visually and 
aestheticizing them at the same time. Prominent exam-
ples are the sounds obtained from the collision of two 
black holes and the sonification of the remnants of a su-
pernova explosion, employed by Fu in her scene.  

3. SONIFICATION VS. MUSIFICATION VS.
DRAMAFICATION 

I’m not like Stockhausen, I’m not creating music, it’s 
already there … 

-- Morton Feldman 

Sonification, musification and dramafication1 can be 
conceived as approaches towards extra-musical data2 lo-
cated on a continuum but functionalizing the source ma-
terials in different ways. While sonification relies on an 
auditory display which needs to represent the original 
data as accurately as possible [6], musification permits 
adjustments and modifications of the data with the aim to 
represent the structural principles inherent in the data 
without necessarily having to spell them out accurately 
[7]. In contrast, dramafication permits the transformation 
and distortion of the source material subjecting it to a mu-
sical and/or dramaturgical narrative.  

The term “sonification” was introduced in the 1990s to 
denote the “transformation of data relations into per-
ceived relations in an acoustic signal for the purposes of 
facilitating communication or interpretation” [6]. Thus, 
data sonification aims to create “an appropriate mapping 
between data and sound features in a sonification 

1 We are using term dramafication instead of dramatisation for two 
reasons: (a) to align the method linguistically with the terms sonifica-
tion and musification, and (2) to distinguish it from dramatization 
which is defined as the process of adapting a novel or presenting a par-
ticular incident in a play or film while stressing that the data treatment 
is motivated by an overarching musical principle. 

display”. Yet, due to its very nature, a sound whether to 
be used to map data or not, always carry an aesthetical 
dimension3, with the propensity of interfering with the 
perception of the sonified data [9]. To reduce unwanted 
effects, special care needs to be taken when creating such 
mappings. 

In contrast to sonification, musification pays homage to 
the aesthetics of sound and incorporates “data features 
that represent more traditional elements of a musical 
work such as melody, harmony, and rhythm” [10].  
In dramafication, finally, the connection between the 
original data set and the musical outcome is blurred or 
overridden by the dramatic effect. It ends up having the 
similar significance as a musical cryptogram found in the 
works of Olivier Messiaen and other composers [11]. 

Instrument Notation 

1 BP soprano clarinet fingering notation 

2 BP tenor clarinet fingering notation 

3 BP contra clarinet fingering notation 

4 trombone eighth-tone notation 

5 violin scordatura with tablature 

6 viola scordatura with tablature 

7 cello scordatura with tablature 

8 BP 9-string electric guitar tablature 

9 fretless bass scordatura with tablature 

10 keyboard BP keyboard notation 

11 percussion: 
• BP glockenspiel
• BP metallophone

R clef 
N clef 

Table 2. Instrumentation of the Bohlen-Pierce orchestra 

4. GEORG HAJDU: SOLARIS

Figure 1. The three parts of Solaris treat the original as-
tronomical data with a varying degree of artistic freedom. 

2 The data don’t need to be extra-musical: much of Lindsay Vickery’s 
work is concerned with the (re)sonification of sonic materials. 
3 In Doktor Faustus, German novelist Thomas Mann ironically re-

ferred to this quality of music as “Kuhwärme” (bovine warmth). 
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In a team consisting of director Ron Zimmering, as-
tronomist Kathrin Böckmann (later joined by Denis Wit-
tor) and composer Georg Hajdu, it was decided to focus 
on turning the filament structure of the universe into mu-
sic and use excerpts from Stanisław Lem’s novel Solaris 
to be narrated alongside the music. Lem’s popular work 
is about the failed mission to comprehend the intelligence 
of a large ocean covering the planet Solaris and the sol-
ipsistic nature of the human quest for alien intelligence 
in general.  

The filament structure of the universe consisting of 
walls of gravitationally bound galaxy superclusters was 
discovered in the late 1980’s. They are thought to repre-
sent the inhomogeneities of matter present during the 
first moments of the Big Bang. The filaments form the 
most complex structure in the universe, followed in com-
plexity only by the human brain [12]. Both show a high 
degree of self-similarity and fractality, a quality that, to a 
lesser degree, can also be attributed to (tonal) music. We 
can therefore form a thematic triangle for which Lem’s 
novel (excerpted by Zimmering) serves as a point of de-
parture. Instead of a single 10-minute presentation, So-
laris was split into three parts forming a prolog, an inter-
mezzo and an epilog, thematically moving from the mac-
rocosm of the filaments to mesocosm of Solaris’ ocean-
brain and the microcosm of neural activity, thus framing 
the seven other scenes. 

Figure 2. The universe, the brain and music are highly 
hierarchical and self-similar in nature and thus lend 
themselves to the creation of artistic analogies. The fig-
ure displays a simulation of the distribution of visible 
matter in the universe (top), neurons grown in a petri dish 
(left) and a sonogram of musical sound (right). 

4.1 Workflow 

The point of departure was a cross section of a simula-
tion of the distribution of visible matter in the universe 
created by Wittor, consisting of a cube of 900x900x900 
pixels. The x axis of the cross section was to represent 
ten minutes of music unfolding from left to right (Figure 
3), while the y axis was mapped to a musically meaning-
ful range of six octaves (C1 to C7).  

Hajdu used software to 
1. manually map the filaments to lines of varying

lengths and widths and
2. isolate the largest discernible galaxy clusters

and apply them to ovals with varying radii.
In a second step, the data obtained were mapped to fre-
quency (y coordinates), loudness (width/radii) and time 
(x coordinates) and converted into SPEAR text format 
[13]. In SPEAR, the data files were transcoded to SDIF, 
the Description Interchange Format [14], and read into 
Macaque [15] allowing the conversion of the partial 
tracks into music notation. In the MaxScore Editor, the 
“approximate” feature of the n-TET Entry Tool was used 
to bend the pitches to the nearest Bohlen-Pierce notes 
[16].  

Table 3. SPEAR text format used to translate geometric 
data into partial tracks. 

Figure 3. False-color representation of the distribution of 
the intra-cluster medium in the universe (image from a 
simulation by Denis Wittor). 

Diagonal filaments were transcribed into portamenti 
whose rendering required a new polybend message to be 
implemented in the MaxScore object. To this end, a pb 
editor was added to Picster Expressions [15] permitting 
the generation of a multi-channel breakpoint functions 
which at runtime are translated by the maxscore.make-
note abstraction into a sequence of polybend message 
(see 4.2.1). 

par-text-partials-format 
point-type time frequency amplitude 
partials-count 373 
partials-data 
0 2 0. 2. 
0. 2019.708 0.032 2. 2019.708 0.032
1 2 452.821 454.821
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4.2 The parts 

4.2.1 Solaris I 

Figure 4. A map of the filaments, parsed manually in the 
MaxScore Editor. 

Figure 5. Translation of the filament structures shown in 
Figure 1 into partial tracks. 

The first part, scored for narrator, eight singers and play-
back, has a duration of three minutes. By transcribing the 
filaments into partial tracks and ultimately into notation, 
Hajdu obtained 32 voices which were played back with 
glass harmonica sounds and recorded into 32 individual 
tracks in Ableton Live, to be spatialized on the HfMT’s 
Meyer Sound Constellation system and played back in 
sync with the voices that fell into the singable range of 
D2 to A5 and sung by the choir.  

As the score is in the Bohlen-Pierce scale, intonation 
posed a challenge which we met by creating a playback 
device in JavaScript formatting messages for draw-
socket’s tone.js oscillator method [17].  

Figure 6. Portamenti resulting from the transcription of 
the filaments are rendered graphically and musically in 
MaxScore using Picster expressions.  

For this, the maxscore.makenote object passes two 
types of event messages to the tonejs-osc JavaScript ob-
ject (Figure 7):  

• note, with the arguments pitch [MIDI cents],
velocity, channel, e.g. “note 6025 89 29”

• polybend, with the arguments reference_pitch,
pitch_deviation [cents], velocity deviation,
channel, e.g. “polybend 6025 -100 -24 29”

Figure 7. The js tonejs-osc object translates MaxScore 
event messages into dictionaries served by the draw-
socket abstraction to connected browsers. The object also 
responds to a setType message setting the waveform for 
the synthesis performed on the browsers. 

During the performance, the singers held iPads, wire-
lessly connected to the drawsocket server and received 
tone.js messages, the result of which they could via ear-
buds plugged into the iPads’ audio jack. The score was 
rendered in metered proportional notation and fanned out 
to the performer (or groups thereof) by defining corre-
sponding staffgroups. MaxScore now distinguishes be-
tween metered (barlines, flags and beams are shown) and 
non-metered (only noteheads are shown with lines ex-
tending from them to indicate the duration of the event) 
proportional notation. 

To ensure that the singers heard their sounds well be-
fore the corresponding events hit the playhead, the score 
animation was offset by 500 msec (“pre-delay”).  

A flight through the cube (representing the universe) 
was prepared by the astrophysics student David Smolin-
ski and shown on 20 individual LED screens hanging on 
a computer-controlled fly system. Being the first contri-
bution to the show, the panels were slowly lowered one 
by one to create the sense of an introduction. 
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Figure 8. The opening of Solaris I in metered propor-
tional notation. For dramaturgical reasons, the entrances 
of the voices were modified so they would enter one by 
one at nearly equal distances. A few of the pitches were 
adjusted to improve the resulting harmony between the 
voices. 

Figure 9. A frame from the live stream of the premiere 
showing the performance of Solaris I. The eight singers 
holding their iPads are positioned in front of the LED 
video wall panels mounted on a computer-controlled fly 
system. 

4.2.2 Solaris II 

The second part lasts for 3”20” and is scored for narrator, 
choir and Bohlen-Pierce orchestra. In this part, Hajdu 
first catalogued the largest discernable objects (galaxy 
clusters) and translated them into a set of partial tracks 
with y-centers representing pitch (Figure 10). Similarly, 
the partial tracks were transcribed into notation and bent 
to the nearest Bohlen-Pierce scale tones. Using this ap-
proach, Hajdu’s intention was to create a sense for the 
density distribution in the universe. Dense moments (fre-
quent attacks) would alternate with moments of low den-
sity (prevalence of sustained notes) representing the 
voids between the filaments—creating a sonic landscape 
akin to Morton Feldman’s later pieces (such as string 
quartet no. 2), yet not shying away from occasionally 
harsh wolf tones obtained by the mapping. 

Figure 10. Major galaxy clusters were encircled and 
mapped to time and frequency. 

Figure 11. The circles shown in Figure 10 were trans-
lated into short partial tracks and transcribed into nota-
tion (Figure 12). 

Figure 12. Page 7 of the score of Solaris II. 
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Hajdu decided to treat dynamics and orchestration freely 
to highlight the inherent dramaturgy of single notes, dy-
ads and chords resulting from the transcription. In this 
part, the music was displayed on the iPads of both the 
singers and the instrumentalists. As with the first part, the 
exact pitches were delivered to the singers via tone.js but 
this time with a pre-delay of 500 ms, just in time for their 
entrances.  

The music was accompanied by (a) the narration about 
the mystery of Solaris’ ocean, (b) a soundscape consist-
ing of a multi-channel rendering of the sound of ocean 
waves enveloping the audience and (c) a video display-
ing simulations of ocean waves done by Nicolas 
Desmars, a doctoral student of hydrodynamics and ocean 
engineering at the Hamburg technical university. The 
flying system was programmed so that the panels indi-
vidually performed smooth up and down motions, thus 
mimicking the behavior of waves. 
 

 
Figure 13. A frame from the performance of Solaris II 
with the singers placed between the LED video wall pan-
els displaying the ocean-wave simulation by Nicolas De-
mars. 
 

4.2.3 Solaris III 

Solaris III, 3’40” in duration and scored for narrator, 
choir and Bohlen-Pierce orchestra, is made of three sec-
tions with the same proportions that the Solaris parts 
form with each other (i.e. 9:10:11). In the first section, 
the music returns to the original material of the filaments 
but replaces the sustained notes by fast arpeggios. Hajdu 
developed a variable arpeggiator which steps through the 
frames of the SDIF file and applies patterns which Hajdu 
derived from Clarence Barlow’s indispensability func-
tion [18]. These patterns when applied to pitch (or in this 
case to an index number representing a pitch within a par-
ticular frame) create interesting and aesthetically pleas-
ing progressions which Hajdu has used in several com-
positions of his. 

While in the first section, the patterns are being played 
by the guitar, bass guitar and percussion (forming a sort 
of rhythm group), the second section adds chords with 
variable lengths performed by the choir and the other in-
struments. These chords are derived from SDIF frame 
and carefully voiced to avoid highly dissonant wolf tones 

occurring in the Bohlen-Pierce scale. After a climax in 
which the clarinets play ascending and descending 
scales, the rhythm group performs a strong rallentando 
and segues into the coda consisting of four sustained fff 
chords representing the filament structure at specific time 
points. They are contrasted by repeated notes played at 
heart rate by the glockenspiel which also concludes the 
piece and thus the entire show. The music is accompa-
nied by abstract animations created by video artists Ja-
nina Luckow alluding to neural network chatter, finally 
transitioning to imagery that can be interpreted as a su-
pernovae explosion.  

As the synchronicity of parts when scrolling propor-
tional scores with very fast pulses is problematic due to 
small differences in response time between the browser 
instances within the WiFi network, we decided to use a 
hybrid approach: The conductor was to listen to a click 
track and conduct the instrumentalists while the singers 
would read their scrolling parts—still depending on the 
tones delivered with the 500 ms pre-delay. We were pos-
itively surprised about how stable and reliable this ap-
proach turned out to be. 

 

 
Figure 14. Section I from Solaris III is scored for BP 9-
string guitar, fretless bass with scordatura, BP glocken-
spiel, BP metallophone and synthesizer. The guitarist re-
quested encircled string numbers to be written above the 
notes for easier orientation. This feat was automated with 
the Add String Index To Tablature Scorepion operating 
on tablature notation (Figure 15).  

 

 
 
Figure 15. GUI of the Add String Index To Tablature 
Scorepion for the MaxScore Editor. 
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Figure 16. A moment from the dramatic ending of So-
laris III with narrator and choir standing below the fly 
system. 

5. XIAO FU: 100 MILLIARDEN SONNEN 

The space - between self and the cosmos, birth and 
death - between each unique experience of life. 

A star, a human being, a piece of sky, all live as expres-
sions of creation, and all die as the same. 

A star gathers into itself inner tension stirs transfor-
mation change explodes through its boundaries what 
once defined releases itself into the undefinable. 

 
-- Sara Ezzell, choreographer 

 
100 Milliarden Sonnen (100 Billion Suns) is composed 
in four parts: Birth, Life, Death and Sublimation and is 
performed by a women's choir, three BP clarinets, trom-
bone, violin, viola, cello, percussion, tape and dancer 
(Sara Ezzell). It makes use of the results of the sonifica-
tion project led by staff of NASA's Chandra X-ray Ob-
servatory and the Universe of Learning. She chose the 
sonification of Tycho's Supernova Remnant performed 
in the optical range (other wavelengths have also been 
subjected to sonification)4. 

Starting in 2012, when Fu commenced her collabora-
tion with the architecture department of the Hamburg 
HafenCity University (HCU) on various space-sound in-
stallations, she developed a technique which takes a 
sound design as a starting point and derives the instru-
mental parts from it. The compositions are mostly very 
slow, but with a lot of subtle changes within the long 
tones. Stylistically, it borrows from pieces by Dutch 
composer Louis Andriessen: combining long tones and 
fast, small, moving figures. This results in an evolving 
harmonic movement and thus in the build-up of tension. 

In 100 Milliarden Sonnen, her point of departure was 
the Tycho's Supernova Remnant sonification as an objet 
trouvé which she dramafied by freely choosing and or-
chestrating the pitch material she obtained from it.  

 
4 https://chandra.si.edu/photo/2021/sonify4/ 

For this, she developed the following workflow: 
 

1. Audio extraction 
2. Audio to MIDI conversion in Ableton Live 
3. MIDI import into MaxScore  
4. Adjustment of the pitch material to the BP scale 
5. Orchestration of select notes for the choir and 

BP ensemble 
 
In the coda of her composition (approximately nine 

minutes into her piece), the original sonification is pre-
sented as a kind of afterthought and revelation of the 
source material. 

 

 
Figure 17. Path taken in 100 Milliarden Sonnen by Xiao 
Fu dramafying an existing sonification obtained by 
NASA's Chandra X-ray observatory. 

 

 
Figure 18. Display of the audio to MIDI conversion of 
the Tycho's Supernova Remnant (optical) sonification 
performed in Ableton Live. 
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Figure 19. Score obtained from dramafication of an ex-
isting sonification. 

 
Figure 20. Choreographer and dancer Sara Ezzell per-
forming in front of the LED video wall. 
 
Like Hajdu in Solaris II, Fu used the drawsocket server 
to distribute the parts to the performers and feed the au-
dio score to the four singers via tone.js. The choreogra-
phy was developed by Sara Ezzell while the video work 
was created by Janina Luckow.  

6. CONCLUSION 

This paper aims to present various approaches to the son-
ification of astronomical data. Whereas, originally, soni-
fication aims to represent data on an auditory display as 
accurately as possible, we have presented several cases 
in which their musical transformation serves a dramatical 
purpose which takes them out of the original context and 
recontextualizes them within the framework of a large 
multimedia production. While the director Ron Zimmer-
ing praised the expressiveness of the sonified material, 
the audience response was overwhelmingly positive, 
which also convinced the astronomists who admitted that 
they had been quite skeptical at the outset of the project 
and now were suggesting a sequel to it.   
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ABSTRACT

This paper describes a web application being developed
for the purpose of collaborative live composition. In this
concept, musical information such as pitch sets, chord pro-
gressions and textual parameters can be created and com-
municated in real-time by all members of the group. Pri-
marily designed for tablets, the application aims for high
usability values and has been tested and developed with
professional jazz musicians. This paper presents the back-
ground for the concept of collaborative live composition,
along with the main features, design principles and the de-
velopment process of the application. Finally, the paper
describes a concert performance and reflects on the affor-
dances, opportunities, and challenges of the concept.

1. INTRODUCTION

Several methods to shape ensemble music in real-time have
been introduced in the digital and non-digital domains.
With their predefined signs and gestures, the conduction
of Lawrence D. “Butch” Morris and the soundpainting of
Walter Thompson are two better-known examples of non-
digital methods, with Morris often crediting jazz drummer
Charles Moffett as an important influence for his conduc-
tion technique [1, liner notes]. Having been described as
group improvisation (conduction) and live composition
(soundpainting) [2], they share some similarities with
the rule-based game pieces by John Zorn, most notably
Cobra, where the role of the prompter—usually played
by Zorn himself [3]—is less about conducting and more
about being a ”conduit of information” who responds to
the requests of the musicians [4].

In the digital domain, various systems have been devel-
oped for real-time ensemble music making as well, such
as John [5], Adaptive Markov Network for Free Impro-
visers [6], The Bucket System [7], live coding systems
such as BEER [8], or more compositionally oriented sys-
tems such as ZScore [9] or Indra [10]. Unlike conduction,
soundpainting, or Zorn’s game pieces, these systems usu-
ally do not have a conductor, unless the system itself or
a generated score [5] is considered to be one. Addition-
ally, the digital and non-digital examples presented have
been mostly concerned with the music’s structure and the

Copyright: © 2023 Esa Onttonen. This is an open-access article distributed under
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coordination of the structure, often seen as a challenge in
ensemble improvisation [8, 11].

Although The Bucket System is implemented for Qu-
Neo pad controllers without any visual notation, some of
its fundamental ideas resonate with the project presented
in this paper. They are both created as generic collabo-
rative tools for professional musicians with the intention
of allowing ”on-stage compositional/improvisation inter-
action”, and giving control to all musicians [7]. However,
while The Bucket System selects randomly from the input
given by the musicians, and John generates a random score
based on constraints, Frankie does not employ randomiza-
tion in the decision-making, but allows a single musician
to be in control for any period of time until someone else
takes the control, thus resembling alternating decision con-
trol of rotating leadership [12].

There are other differences to The Bucket System and the
previously described digital improvisation systems as well.
The improvisational aesthetics of the project presented in
this paper are closer to Clifford or James than Earle Brown,
often cited in the previous research [7, 5, 10], as well as
by Zorn [3]. This has resulted in some features that are
probably more useful for musicians coming from the jazz
tradition. For example, improvisation in many subgenres
of jazz is based on tonal and modal chord progressions and
loops. Therefore, the application presented has been pri-
marily developed for musicians who improvise on chord
symbols and chord progressions, and pitch sets such as
scales or melodic fragments, all available in the skill set
of professional jazz musicians.

To define the concept of collaborative live composition,
soundpainting provides a useful point of reference. In
soundpainting, defined as the “universal multidisciplinary
live composing sign language” [2], the composition is cre-
ated by the soundpainter. In the project presented here, all
members of the group can contribute to the directions the
music will take, therefore it is defined here as collaborative
live composition.

Furthermore, the live composition can be played as such,
or it can provide a springboard for improvisation, as in
jazz compositions. Although the term comprovisation—
already employed by Butch Morris in the 1980s before set-
tling on conduction [13]—is often used for compositional-
improvisational practices especially outside jazz [14, 7, 5,
9], in this paper, the term composition is used with the
jazz approach: a composition may consist only of a min-
imum amount of information—e.g. Carla Bley’s minia-
tures [15, p.16]—which is realized by the improvising mu-
sicians with a varying degree of connection to the source
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material.
The long-term development goal of Frankie is to create

an easy-to-use tool that runs on a standard web browser
on a typical mobile device and requires very little learning
effort from musicians who are trained in Western common
practice notation (CPN). Musicians can use their skills in
sight-reading CPN which subsequently can provide trig-
gers for their imagination [16]. As a communication tool
for collaborative live composition, it does not come loaded
with musical content or rules: it is up to the musicians to
decide how to deal with the information communicated
through the application. Additionally, the application
does not try to replace any existing and perfectly valid
cue mechanisms such as indicating a downbeat with an
arm movement or a nod of the head; in fact, it does not
currently provide any timing features. For its research
part, the project aims to find out the musical affordances
of this kind of practice by exploring the domain between
composition and improvisation with the assistance of the
application.

2. MAIN FEATURES

The following list describes the types of information that
can be communicated with the current version of the appli-
cation, including the descriptions of the interactions. All
parameters, options, keywords, dynamics and roles can be
freely configured in JSON (JavaScript Object Notation)
files stored on the server.

• Short notated score fragments—simply called
scores—of either durationless pitch sets (set mode)
or chord progressions with automatic chord symbol
recognition (chord mode). The score is entered with
a MIDI input device and when complete, a swipe-up
gesture on the score area sends the score to other
musicians (alternatively, a button can be pushed).
A short animated flash happens on the receiving
devices to inform about the new score more visibly
than simply changing the notation on the staff.

• Time signature, tempo and other custom parameters
in drop-down menus that are displayed in the top
section of the score area.

• Keywords as toggle buttons. Multiple keywords can
be selected simultaneously, and they can be cleared
with a dedicated button. These are displayed in the
bottom section of the score area. The keywords are
comparable with karmas of John [5] and to a lesser
degree with the signals of The Bucket System [7].

• Dynamics which can be set individually or for all
musicians at once from a drop-down menu. The dy-
namic mark is displayed in the lower left corner of
the score area below the clef.

• Roles. Separate from the leader/musician division
described later, each musician can have multiple si-
multaneous roles that are selected from a checkbox
menu. For musicians their roles are displayed in the
upper left corner of the score area above the clef.
The roles can be used to define the musical function

a musician should take. For example, a bass role
indicates that a musician should treat the incoming
material as a bass player, while solo could direct to-
wards playing a solo. A combination of the previous
roles, bass and solo, would suggest playing a solo in
the bass register.

• Text messages that can be configured in advance or
written during a performance.

By default, all interactions are transmitted immediately.
For example, clicking a keyword sends it right away to the
musicians. This works well when the objective is to change
the music incrementally, one parameter at a time, for exam-
ple from quiet to louder dynamics or from slow to a faster
tempo. Sometimes it might be more suitable to build a
more comprehensive content set where a score, parameters
and keywords are all sent at once. This can be achieved
with a hold-release functionality, where turning on a hold
switch holds all communication until a release button is
pressed. For a more fine-grained communication, it is pos-
sible to select the recipients and send different scores and
parameters to different musicians.

In addition to the transmittable content described before,
the application comes with some utility features. The mu-
sician who is the leader can turn on a blackout mode which
dims all screens. This mode can be used for more tradi-
tional free improvisation, and it allows the musicians to
take a break from following the screen. A score storage,
another utility feature, allows the user to store up to 12
scores 1 with their parameters. Although this functionality
is in some contradiction with the concept of live compo-
sition, it allows creating musical structures by revisiting
previously played scores.

There are two user interfaces, leader and musician, de-
pending on the status of the musician (see Figure 1). Al-
though the design and the purpose of these interfaces are
different, they share certain elements. The color scheme of
the application is dark, so that the screen does not shine
too brightly on dimly lit stages. In both interfaces, the
main score area is displayed in the top area of the screen
with most of the other elements placed below. While a
tablet screen could contain even larger scores with more
staves, the area has been deliberately kept compact to al-
low smaller devices such as mobile phones to be used for
displaying the notation in reasonable size. Additionally, in
the bottom bar there are some features that are common to
the leader and musician interfaces (musician and session
info, tutorial, reload, settings, full screen, clock), as well
as some features that are available only in specific inter-
faces, such as the blackout mode in the leader interface or
the ’Take Leadership’ button of the musician interface.

2.1 Leader interface

The leader interface is used to compile a score and set of
instructions for other musicians, and it is available for the
musician who is currently in the leader role. The leader can

1 The limitation of 12 scores is not technical but by design to allow
using a MIDI input device to quickly send a score from the storage with
any C note sending score 1, C# sending score 2 and so on.
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Figure 1. Two interfaces on a tablet: leader (left) and musician (right).

send a signal to indicate abandoning leadership, meaning
that any another musician could jump to that role. How-
ever, in the current implementation the leadership can be
taken by anyone at any moment, even during the blackout
mode.

The screen is divided into five main sections. Below the
score are various editing functions such as transposition
by a selected interval, inversion and retrograde. With the
switch labeled direct turned on, the score is sent automat-
ically after a user-configurable period of inactivity, allow-
ing to enter the score with a MIDI input device and dis-
tributing it for the musicians without touching the inter-
face.

Below the editing functions are the keywords and buttons
for the storage and content operations. A narrower section
is reserved for text messages. Due to differences in avail-
able screen space, the text messages are displayed differ-
ently in the leader and musician interfaces. In the leader
interface, a dialog window pops up when a new message
arrives, requiring the leader to close the window before
continuing with other tasks. In the musician interface, the
messages are displayed in an auto-scrolling area similar
to instant messaging applications, requiring no interaction
from the musician.

The “mixer” at the bottom of the screen takes up most
of the screen space, as it includes individual controls for
all musicians that are displayed as avatar images or as
initials if there is no image available. In its current de-
sign, the mixer can fit up to seven musicians (the leader
is not displayed). The mixer area is used to set dynam-
ics and roles for the musicians. Musicians can be also
selected/deselected in order to send score or other param-

eters only to a selection of musicians. The master channel
allows to change all dynamics or clear the roles for the
selected musicians, as well as clearing all content with a
single button.

2.2 Musician interface

The musician interface displays the score and other in-
structions received from the current leader, as well as text
messages from any member of the group. Following the
musician interface does not require any physical interac-
tion with the device.

The header contains the musician’s name and the instru-
ment. For multi-instrumentalists a drop-down menu ap-
pears where it is possible to switch to another instrument
with a correctly transposed part. A button allows to display
the score either as transposed or in concert pitch, and an ad-
ditional octave-up/-down transposition button is available
to make it easier to read notation with many ledger lines.

The active score—the one to be played—is displayed
below the header with the previous score placed below.
A variation of a segmented score was selected (for an
overview of various options, see [17, pp. 15–18]) for
tablet use; on a smaller mobile phone screen there is
enough space only for the active score, at least with
instruments notated on a grand staff. It may feel counter-
intuitive to have the previous score displayed below the
active one, but this arrangement was chosen to always
have the active score in the same position in the leader and
musician interfaces, and therefore provide continuity.

Similar to the leader interface, below the score are avatars
for other musicians. The avatars can be clicked to see ad-
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ditional information about the musicians. The leader mu-
sician is framed with special colors which indicate if the
leadership is active or inactive (“abandoned”). Finally, the
lowest screen area is reserved for displaying text messages
or entering the text message dialog window.

3. DESIGN PRINCIPLES

There are several principles that have affected the design
of the application, most notably usability (learnability and
efficiency) and cost-effectiveness. From the common def-
initions of usability (see for example [18, pp. 19–22]),
learnability has been most the important design attribute
for both the application and the whole concept. In this
project, the importance of the learnability stems from the
practicalities of working with professional musicians: they
may not be able or willing to spend an inordinate amount of
time learning complex applications, concepts and rules—
or the signs and gestures of non-digital practices. Making
the application easy to learn and use allows for rehearsal
time to be spent more efficiently on making music with the
application instead of learning to use it. Because the appli-
cation can be used with a very limited initial configuration,
learning can happen cumulatively by adding new parame-
ters to the configuration as needed. For example, sending
pitch sets or chord progressions entered via a MIDI input
device could be the first step in the learning process. Al-
ternatively and even more simply, dynamics could be the
only parameter to be changed. After learning one or two
features, more parameters could be incorporated based on
the needs of the musicians (and the constraints of the ap-
plication).

Efficiency is another usability attribute that has been
taken into account in the design. First, the application
is primarily designed for tablets, eliminating the need
to move a pointer before clicking a user interface (UI)
element. Second, within the limits of available screen
space the UI elements have been optimized so that a min-
imum amount of interactions is necessary. This results in
a somewhat crowded UI but affords a more efficient use
of the application since most common operations can be
launched directly instead of opening menus or dialogs.

Outside the realms of usability, cost-effectiveness has
been another important factor, both for the development
and for the user. The application uses only open source
libraries and the development does not require any com-
mercial software. For the user, the application works in
a standard web browser (see, however Chapter 5). It also
works on lower tier devices, although a more high-end
device with a faster response does provide a better user
experience.

4. DEVELOPMENT PROCESS

The aim of the development process has been to create a
high-fidelity prototype [18, pp. 428–433] where the appli-
cation would eventually evolve to a final product through
continuous development, testing and evaluation. After the
initial development stage based on the original ideas was

largely complete, the application was taken to the first re-
hearsal session in September 2020. Since then, it has been
tested and developed with feedback from the participating
professional jazz musicians who are playing keyboards,
guitars and drums. At this stage of the project, the instru-
mentation of mainly polyphonic instruments was selected
so that all musicians except the drummer could take differ-
ent roles such as bass, solo or chordal accompaniment.

All rehearsals produced log files and audio recordings
that included both the played music and discussions in-
between, providing immediate feedback about the system.
For example, shortcomings of the application were col-
lectively discussed right after they were found, as well as
various strategies to deal with the information communi-
cated with the application. Additional analysis was done
after the sessions, for example, by scanning the log files
for chords where the application had failed to generate a
proper chord symbol, and fixing them for the next session.
In addition, the music on the recordings was listened to
with subjective aesthetic criteria: does the music work? If
it does not, where is the problem?

Some development decisions were made by observing the
musicians using the application. While fixing bugs is an
ever-present feature of software development, optimiza-
tions were implemented after noticing that certain opera-
tions were requiring too many interactions. For example,
editing the score required pressing an edit button before the
editing functions were enabled. Keeping the editing func-
tions always enabled eliminated the need for the edit but-
ton and subsequently made the application more efficient.
Some features were implemented based on the suggestions
made by the musicians, such as the score storage and the
selection of roles (e.g. solo or bass), first quickly imple-
mented through the use of keywords, but later refactored
into a separate functionality.

5. TECHNICAL IMPLEMENTATION AND
LIMITATIONS

Frankie consists of a web application and a server. The
web client written in TypeScript uses React 2 and MUI 3

for common user interface components such as buttons,
drop-down menus and so on. Other core components
include Recoil 4 for state management, VexFlow 5 for
notation rendering and JZZ 6 to handle the MIDI in-
put happening via Web MIDI API. The communica-
tion between the server and the clients employs Apollo
GraphQL 7 libraries. Excluding few experimental fea-
tures, the Node.js 8 server does not currently modify the
score or other parameters, and works mainly as a trans-
mitter of data between the client devices. As an additional
tool there is a log reader that converts the JSON log files
into various formats for further analysis: PDF for easier

2 https://react.dev/
3 https://mui.com/
4 https://recoiljs.org/
5 https://vexflow.com/
6 https://jazz-soft.net/doc/JZZ/
7 https://www.apollographql.com/
8 https://nodejs.org/
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reading, CSV for importing markers into a DAW such as
Reaper and SRT for creating subtitles to videos.

Since the WebKit browser engine does not implement
Web MIDI API, 9 browsers based on WebKit cannot be
used for MIDI input. These browsers include Safari and
browsers for iOS and iPadOS devices where all vendors
are required to use WebKit. However, WebKit browsers
can be used if MIDI input is not necessary, for example
with musicians who are not going to send staff notation.
As of this writing, Google Chrome on an Android device
is the recommended combination for MIDI use.

Due to the development focus on the usability of the user
interface, the current server implementation can only run
a single session at a time. For a proper user and session
management, the server code needs a full rewrite and the
addition of a database system. As a related limitation, au-
thentication or authorization are not implemented, yet, so
the system can be run most safely on a network that is not
connected to the internet. As a result of these limitations
and the general work-in-progress state of the whole sys-
tem, it is not yet publicly available, either as source code
or as a ready-to-use web service.

6. CASE: LABRA

The project was first presented publicly in Labra, 10 a
concert held at the Black Box of Musiikkitalo in Helsinki
on September 28, 2022. In this concert, a group of five
musicians—organ player, keyboardist, drummer, electric
guitarist and the author on another electric guitar and
bass—were playing based on the material created and
communicated in real-time with the application. In ad-
dition to their personal instruments, the musicians were
equipped with various models of Android tablets and
small two- or three-octave MIDI keyboards connected to
the tablets either via Bluetooth MIDI or a USB cable (see
Figure 2). Although operating a MIDI keyboard can pos-
sibly add an extra level of difficulty for non-keyboardists, a
separate MIDI input device allows playing and simultane-
ously operating the application, for example, by sustaining
a note or a chord on a guitar with a left hand while using
the MIDI keyboard with a right hand.

The concert was prepared with five two-hour rehearsals
that were scheduled so that some development of the ap-
plication could be done between the rehearsals. These de-
velopment periods were constrained only to bug fixes and
optimizations, to avoid spending limited rehearsal time on
learning new features. To try out the application outside
the rehearsals, the musicians were given access to the demo
version of the application deployed on the Heroku plat-
form. 11

6.1 General remarks

The concert performance lasted for 58 minutes without any
breaks. Based on the JSON log file, there were 13 changes
in the leadership and a total of 49 notated scores created

9 https://webkit.org/status/#specification-web-midi
10 Labra is a Finnish equivalent for the word lab, a laboratory.
11 On November 28, 2022, Heroku discontinued their free plans and the

demo version of the application is not hosted on the platform anymore.

and played during the performance. A single chord or a
chord progression was the most popular score type; scores
of the pitch set variety appeared only three times. Based on
the rehearsals and musicians’ preferences, the dominance
of the chord progression score was to be expected. Eight
of these chord scores were loops of 2–3 chords and the re-
maining chord scores were either single chords or pedal
points sustained for a longer period. It had been found in
the rehearsals that single chords and chord loops of 2–4
chords were short enough to quickly enter into the appli-
cation during playing and had provided useful launching
points for improvisation and further elaboration.

The parameters of time signature, tempo, density, reg-
ister and interpretation were available in the drop-down
menus, with 4–5 options for the text-based parameters and
multiple options for the time signature. All parameters
could be left undefined which was the default option. The
parameter set had stayed fairly constant since the initial
2020 rehearsals that were held with partially different mu-
sicians. The interpretation parameter with the options 12

’Completely free’, ’Rather free’, ’Rather exact’ and ’Ex-
act’ was inspired by Butch Morris’s conduction gesture
develop which indicates the degree of development for
an idea [13, pp. 178–179]. During the concert, tempo
changes were communicated 6 times, density changes 8
times, register changes 7 times and interpretation changes
3 times. The only parameter not communicated with the
application was the time signature, although it had been
used in the rehearsals for various time signatures such as
3/4, 4/4, 7/4, 6/8, 9/8 and 12/8.

The keywords took their shape during the rehearsal pe-
riod with ’Arp/Texture’, ’Breaks’, ’Polyphony’, ’Steve’,
’Voices’ and ’Exit’ ending up being used in the concert
configuration. The meaning of these six keywords were
discussed in the rehearsals. For example, ’Breaks’ was in-
spired by the stop-time cues that Miles Davis used with his
1970s groups [19]. Two musicians used these keywords
and except for ’Exit’—indicating a suggestion to exit the
current musical idea—all keywords were used in the per-
formance.

Free-form text messages were used by all musicians, 21
times in total. Compared to the keywords with predefined
musical meanings, the text messages were sometimes more
abstract such as ’Dry wood’ or ’Backward jazz’. However,
most messages were used for less ambiguous requests such
as ’A single chord only’ or ’Superfast beat with brushes
shortly’. Although texting takes more time than using the
predefined keywords or other more streamlined features, it
was considered a very useful feature, with one musician
comparing it to being as powerful as any other feature of
the application.

While the screens were turned off with the blackout mode
seven times by four different musicians, the score storage
found more limited use, with a single content set saved
to and sent from the storage during the performance. To
summarize, most features of the application were used in
the concert.

12 All predefined textual parameters used in the concert were in Finnish.
For this paper, these have been translated into English.

127



Figure 2. Various placements of tablets and MIDI keyboards in Labra. The tablet screens have been turned off before the
concert performance to save battery.

Figure 3. The first ten chords and parameters sent by musician 2 (M2) in Labra.

Figure 4. Changing leadership between musicians 1 (M1) and 3 (M3) in Labra.

128



6.2 Two examples

Figures 3 and 4 display two sections 13 from the log file as
engraved with the Dorico notation software. The durations
of the events are displayed above the staff in seconds. The
first example (see Figure 3) contains the first ten chords
and parameters sent with the application by musician 2
(M2) during the first ca. 4 minutes of the performance,
after a short collective free improvisation had been played
by the other musicians. The first event contains a single
pitch (a middle C) and the parameters of tempo (rubato),
density (sparse) and register (low). This slowly builds to
a G#m/C chord which then begins to move downwards
chromatically until reaching Fm/A. During that chord the
parameters of register and density are changed again, re-
sulting in ultradense Fm/A chord in the highest register of
each instrument. This harmonic idea live-composed by M2
during the first minutes of the performance—a minor triad
with a major third as the lowest note—resurfaced ca. 10
minutes later when musician 3 (M3) brought it back with
the message ’A single chord only’. 14

In the second example (see Figure 4) musician 3 (M3) has
been leading the group for 4 minutes before abandoning
leadership and turning on the blackout mode (the first event
in the example). During the blackout mode musician 1
(M1) has taken the leadership and sent the message ’Super-
fast beat with brushes shortly’ before giving the G7 chord
as a harmonic guideline. After M1’s short leadership, M3
retakes the control and sends a melodic fragment (’that
melody’) to be played over the current background (’over
this’). While M1’s leadership lasted for less than 90 sec-
onds and contained only a single instruction for the drum-
mer and a harmonic idea for the others, the music took
a different direction both harmonically and rhythmically,
and provided a platform for M3’s subsequent melodic idea.

7. CONCLUSIONS AND FUTURE WORK

Based on the feedback collected from the participating mu-
sicians, 15 in its current state, the application has been rel-
atively easy to learn and use, thus at least partly accom-
plishing one of the development goals. The application has
enabled to shape music with established musical parame-
ters without the need to have extensive training. Musicians
have found it fun to make music with the method.

Since the method introduces a new modality for the mu-
sicians, this requires dividing attention between playing,
listening and operating or following the application, a phe-
nomenon recognized in previous research as well [7]. Mu-
sicians found it challenging to combine these modalities,
although simply playing more gigs—not only rehearsals—
was offered as a possible solution to becoming more flu-
ent with the concept. To avoid becoming completely over-
whelmed with the additional information it was found use-
ful to abstain from playing while operating the application

13 The audio clips for Figures 3 and 4 can be listened to at https:
//www.researchcatalogue.net/view/2008271/2008272

14 The reentry of the idea is not included in the notated example.
15 The majority of the musicians were individually interviewed in semi-

structured interviews which were transcribed, and analyzed especially on
the themes of the method, authorship and the usability of the application.

(see Chapter 6.2). Similar best practices still need to be
found through more public performances.

Musicians also noticed a content gap between the musi-
cal ideas they communicated with the application and the
realization that followed. Although the music did not al-
ways sound as they had imagined, this was not necessarily
considered to be a negative thing. For example, one of the
musicians explained having a “let’s see what happens” type
of attitude towards the material while another one reflected
that a vague and unfinished idea may turn out to be the best
moment of a concert, and that a better outcome would not
be guaranteed by more “masterful” information.

Some audience members were missing the ability to fol-
low the interactions, for example through the projection of
the score or the application interface, a common practice
in live coding performances [8]. The reasons for the de-
cision to not offer score visualization for the audience are
not unique for this project [8, 5] and are too manifold to be
exhaustively described within this paper. However, when
asked about the lack of projection, one of the musicians
stated that it would have impacted the way the musicians
approached the music making, for example by generating
unwanted reactions in the audience. Nevertheless, the per-
formative aspect still needs further consideration to keep
audiences less puzzled.

As the application is still a work-in-progress, the future
work includes typical programming tasks such as bug
fixes, optimization and refactoring. The user interface
is under constant revision to provide a better and more
inspiring user experience, as well as responsive designs
for different screen sizes and orientations. There are areas
such as enharmonic spelling which are still suboptimal and
in need of further development. As mentioned earlier (see
Chapter 5), the server is being rewritten to allow easier
access and more spontaneous use of the application. One
of the most requested features by the musicians is the addi-
tion of durations, especially to the pitch sets. Designing an
efficient method for live use is one of the next steps in the
development of the application. Additionally, there have
been a couple of experiments with server-side processors
that modify the content, such as distorting the input pitch
sets to give cluster-like results. More work will be done in
this area later in the project.
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ABSTRACT 

Technological progress in development of XR creative 
spaces influences our perception of the piece of art. The 
use of gestural control enables interaction with the spa-
tially distributed elements and creates conditions, where 
the user participates in a co-creation of a virtual experi-
ence. When applied to music art, the spatialization along 
with interactivity promotes non-linearity of musical struc-
ture, resulting in a new instance of music, out of the initial 
set of possibilities. In this article, we present a concept of 
a volumetric music composition, which maps music form 
to a 3D VR space, with a possibility of a variance at each 
mapping point. We implement a concept in a volumetric 
VR music composition “Omega”, which allows the user to 
choose between two alternative paths at each stage of the 
form development. The user’s action affects not only the 
changes in music, but triggers the colorization of the sur-
rounding space, color being the reflection of the chosen 
musical path. Along with the music form spatialization and 
surroundings colorization, we integrate the paths of ges-
tural movement, which user may choose to follow, adding 
visual aesthetics to the act of music creation. The synes-
thetic nature of the composition tightly binds music, color, 
3D space and movement into one act of expression in a co-
creation of a musical form. The article describes the con-
text, philosophy and details of realisation of the concept’s 
practical implementation. 

1. INTRODUCTION

The graphical musical form representation has a long 
history, starting in XIX century with Eric Satie, who was 
the first to create a music content, which graphically rep-
resented shapes of a non-musical form in a two-dimen-
sional space. The use of an additional dimension started 
with the geometric transcription of Bach’s music compo-
sitions done by Yannis Xenakis, followed by the appear-
ance of three- and four- dimensional representations of 
harmonic structure in the XXI century [1, 2]. The technical 
possibilities brought with the virtual reality (VR) headsets, 
allowed distributed 3D compositional representation of 
painting, being experienced in a VR space [3, 4]. The com-
bination of a distributed 3D compositional representation 

along with the graphical musical form evolution, leads us 
to the creation of a volumetric non-linear interactive music 
composition, experienced and co-created in a VR space. 

The rising interest to the volumography in music videos 
production has been mentioned in scientific literature [5, 
6], which reports the audience expectation of interactivity 
with the 3D objects [6]. The same direction follows the 
definition of Musical XR, which is characterized by the 
conditions, in which musical elements are controlled 
through manipulations of their properties, such as pitch, 
timbre or dynamics [7]. We propose the music architec-
tonic manipulation through stages of the form develop-
ment, mapped to a visual representation of 3D objects in a 
VR space, which extends the current state of the art. The 
interaction with these elements with a haptic feedback (vi-
bration of the hand triggers) and implication of the propri-
oceptive function through different positions of the map-
ping points (low and high), engage all sensory modalities 
currently offered in VR systems. 

The nonlinearity of music composition appeared in the 
XX century and was closely related to the interactivity, 
since it gave the score performer a possibility to choose 
music events to follow during the performance. The non-
linearity of music form implicitly inherent to the postmod-
ern music is rather seen as a non-centered music matter 
development, achieved by a small variation of gradually 
added rhythmo-melodic elements, as in minimal music by 
Steve Reich, or in a gradual addition of intervallic struc-
tures embraced by strophic forms, inherent to composi-
tions by Arvo Pärt [8]. The absence of movement towards 
culmination results in a musical form-being with non-hier-
archical local micro-development, which correlates with 
the non-hierarchical structure of rhizome introduced by a 
postmodern philosopher Gilles Deleuze [9]. In our project, 
both interpretations of non-linearity are employed, giving 
the user a choice of music events to follow, which are em-
braced in a strophic form with a static non-centered devel-
opment. Thus, the project “Omega” embodies postmodern 
form-being in an interactive way through a new medium. 

Given the above, we define of the concept “volumetric 
composition” as a piece of music, the constructive ele-
ments of which are distributed in a 3D space – either phys-
ical or virtual, allowing the user to interact with each of 
these elements in a linear or non-linear manner. The volu-
metric music composition should be distinguished from 
VR sound navigation systems [10, 11] where sound 
sources visualized in a form of 3D objects bare no initial 
composer intention. 
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2. VISUAL STRUCTURE MAPPING

The inspiration of the compositional structure shape in a 
3D space comes from a stellar composition of the Messier 
17 nebula, also referred as Swan Nebula or Omega Nebula, 
following John Herschel’s drawing made in 1833 and 1837 
respectively (shown in Figure 1). The points representing 
important music form development stages were placed in 
two parallel rows, following visual configuration of the re-
versed shape of the 1833 drawing [12], with reasonable 
modifications, to match the dual choice principle of the 
music composition. Thus, each of the parallel rows re-
ceives its proper name and color palette, which will be 
used for surrounding space colorization. The drawing of 
the nebula gives a clear path for points placements, while 
the scientific colorization of the image of the nebula made 
by Hubble (see Figure 2) inspired a color palette, summa-
rized to a combination of blue and red spectra. 

The Swan path is represented with the shades of a blue 
color and the Omega path uses the shades of red. The in-
tensity of the color shade corresponds to the events order-
ing, where lighter shades are used in the beginning of the 
piece and the color intensity increase reflects the stages of 
the music matter development. The VR mapping of both 
paths is presented in Figure 3. 

a)                                         b) 
Figure 1. John Herschel’s drawings of Messier 17 nebula 
a) the drawing made in 1833 and referred by Herschel as
“Swan Nebula”; b) the drawing from 1837 and referred as
“Omega Nebula”. Pictures adapted from [12].

Figure 2. Hubble image of Messier 17 nebula. Pictures 
adapted from [13]. 

Figure 3. VR structure mapping in two parallel paths – 
Swan path (in the shades of blue) and Omega path (in the 
shades of red). 
The media materials of the current project are available 
online [14]. 

3. COMPOSITION PHILOSOPHY

The semantics of chosen colors reflects the compositional 
philosophy, expressing a duality of existence through the 
opposite beginnings: utopian transcendence, metaphori-
cally related to the image of a beautiful celestial bird swan, 
and dystopian fatality, related to the omega symbol - the 
last letter of a Greek alphabet, commonly associated with 
apocalyptic meanings. 
   The duality of existence is realized not only by visual 
means – the change of a fundamental tone, axed to the 
common tone of a third, expresses the same idea by means 
of music matter development. The change of the funda-
mental represents the main harmonic signature for both 
pieces, which makes possible the mutual exchange of the 
music form development stages. 
   The similar change of the fundamental, axed to the com-
mon tone of a third, was used by John Tavener in his Fu-
neral Canticle to express the transcendence from the ter-
restrial world, embodied in a duo, performing a religious 
routine melody in F-dur, to the celestial world, with the 
choir singing much complex music matter, in terms of har-
monic organization, marked by the tonality shift to fis-
moll – a tonality of the common third with F-dur. The use 
of natural dominants and seventh chords in a choral part, 
along with a perpetual micro change of harmonic patterns, 
creates non-centered music matter development, perceived 
as endless, eternal state [15]. Similar to John Tavener’s 
composition, a constant change of harmonic patterns, em-
braced by the common harmonic signature, allows creating 
form-state perception of both pieces. 

4. MUSIC STRUCTURE

The harmonic language of the project is complex and alt-
hough the pieces contain triadic structures, there is no cen-
tral tonality to be defined. The music matter follows a 
multi-center tonal organization, when instead of one tonal-
ity, a cluster of tonalities appears and the relation between 
two neighboring chords defines the tonal center at a given 
point of time. The multi-center tonal organization may be 
considered as a natural path of harmonic development after 
late romantism with Wagnerian enharmonic and elliptic 
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chains and tonality dissemination, which was pushed to the 
limits with atonal theory. However, since postmodernism 
seeks to restore the constructive elements of the past within 
a new context [16], a cluster of tonalities with preserved 
triadic structures seems to be a viable alternative to the to-
nality annihilation. 

The structure of both pieces heavily relies on harmonic 
development. Both pieces are starting with the interval of 
a minor third, while the relation of primary tonalities fun-
damentals is of a major third (c for Swan and e for Omega). 
The minor-major duality of the third drives the develop-
ment of both pieces in many configurations such as: 

1) Intervallic succession of minor and major thirds
in Omega path;

2) Major and minor third in the structure of the triad
with the same fundamental, which adds dystopian
dramatism in both paths;

3) Common third, which plays the role of either mi-
nor or major third, depending on a changing fun-
damental – a harmonic equivalence pattern of
both pieces, which expresses the exaltation of the
universal beauty with the unescapable finality of
existence.

The form of each piece may be defined as a strophic form 
with variations and can be represented alphabetically as 
follows: 

Swan:    A – A1 – A2 B – A3 
Omega: A – A1 – A2 B – A3 B1 – A4 

The primary tonality of each strophe reacts to the introduc-
tion of a B element by a semi-tone descent: 

Swan:    c – c – h – c 
Omega: e – e – es – es – e 

This tonal structure resemblance creates another level of 
connection between two pieces. Let’s now analyze the har-
monic development of each piece separately. 
   Swan. The primary tonality, which creates a global struc-
ture, is followed by multiple changes within the cluster of 
tonalities for a given strophe and the relation between two 
neighboring tonalities may be expressed alphabetically us-
ing the following alphabetical designation and a color 
scheme: 

1. A: minor tonic – Dorian minor VI relation (ex.: c-
moll – a-moll);

2. B: natural dominant – minor tonic relation (ex.: a-
moll – d-moll);

3. C: chords with a common third (ex.: d-moll – Des-
dur);

4. D: chords with a common fundamental (ex.: c-moll
– C-dur);

5. E: minor tonic – double dominant relation (ex.: c-
moll – D-dur);

6. F: minor tonic – minor VI relation (ex.: e-moll – c-
moll);

7. G: major tonic – flat major III relation (ex.: C-dur –
Es-dur);

8. H: minor tonic – Neapolitan minor II relation (ex.:
c-moll – cis-moll);

9. I: parallel tonalities (ex.: C-dur – a-moll).
The colors chosen to mark the chord relations describe a

degree of a major’s “heat”: the relations between two mi-
nor triads are marked by a cold palette of blue and green 
with their combination (A, B, F, H), while the presence of 
major triads adds red shades to the palette (C, D, E, G, I). 
The color allows to create a correspondence between two 
pieces, while alphabetical representation reflects the order 
of the relation appearance in a specific piece. Using this 
relations scheme, let us build the harmonic structure for 
the Swan piece: 

1st strophe: A – B – C – C 
2nd strophe: D – C – E – D – F – C – C – C 
3rd strophe: D – C – D – G – C – C – D – H – C – D 
4th strophe: A – B – C – I – F – B 

The hybrid visualization of the harmonic development in-
herent to the Swan piece reveals the logic of the new har-
monic relations addition. After the exposition of the three 
first relations in the 1st strophe (A, B, C), which creates the 
arch with the 4th strophe, new relations are introduced via 
alternation with the main harmonic signature (C) at first in 
a singular mode (D, E) in the 2nd strophe; then, being cou-
pled with the common fundamental relation (D) in a mid-
dle of the 2nd strophe (D – F)) and the 3rd strophe (D – G, 
D – H). We can see that the common fundamental relation 
(D) expands starting from its appearance in the 2nd strophe,
invading the harmonic space of the 3rd strophe. The har-
monic development of the 3rd strophe is structurally close
to the harmonious concentric circles form (D – C .. C – D)
with the main harmonic signature relation in the center (C
– C), if new relations G and H are considered as variations
of D, which precedes their appearance. Finally, the parallel 
tonalities relation (I) is introduced in the last 4th strophe.  
   We also may observe the increase of the harmonic inten-
sity trough a passage from a Dorian minor VI (A) and nat-
ural dominant (B) relations to the less related chords with 
a common third (C) already in the 1st strophe. The 2nd stro-
phe, along with close double dominant relation (E) and 
less close relation of chords with a common fundamental 
(D), contains very distant intense harmonic relation of the 
minor VI (F). In the 3rd strophe, the harmonic intensity in-
creases with the flat major III relation appearance (G): the 
only major-major relation of the piece, which is further 
neutralised by a minor tonic – Neapolitan minor II relation 
(H). Finally, the 4th strophe brings the harmonic intensity 
discharge with very close parallel tonalities (I) and natural 
dominant (B) relations. A certain level of intensity remains 
with the Dorian minor VI (A), chords with a common third 
(C) and minor VI (F) relations to finish the piece.

Exploiting the same color scheme, let’s visualize the
list of tonalities, which appeared within described rela-
tions: 

1sts.: c-a|a-d|d-Des|Des-d 
2nds.: c-C|C-cis|des-Es|Es-es|dis-h|h-B|B-h|h-B 
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3rds.: h-H|Ces-c|c-C|C-Es|Es-e|e-Es|Es-es|es-e|e-Es|Es-es 
4ths.: c-a|a-d|d-Des|Des-b|b-d|d-a 

   The migration of the tonalities within common third re-
lation (C) reveals minor second movements in downward 
(d-cis) and upward (h-c) directions, being in the range of 
the ancient passus duriusculus melodic pattern, which ex-
presses intense dramatism. The migration is finished by a 
major second downwards movement (e-d), returning to the 
initial point (d), which correlates with the existential final-
ity. The common fundamental relation (D), which aug-
ments its presence in the 2nd and 3rd strophes, also tends to 
expand its region of tonalities coverage (c-es-h-c-es). The 
Dorian minor VI (A) and natural dominant (B) relations 
remain tightly bound to their tonalities (c-a, a-d, d-a), add-
ing stability to the constantly changing harmonic patterns. 
   Along with the tonal relations, the means of harmonic 
expression comprise the structure of chords with addi-
tional tones and their alterations. Thus, a sharp fourth reg-
ularly appears within the common third relation on a feeble 
time, adding to the melodic development, which is mostly 
drawn by a harmonic flow. Major seventh within a minor 
seventh chord augments a dramatic effect of existential fi-
nality, while major/minor third inside the same chord 
structure expresses the duality of existence. 
   Omega. Let’s define an alphabetical order of the rela-
tions appearance in the Omega piece, using a common 
color palette with the colors choice logic described earlier: 

1. A: chords with a common fundamental (ex.: c-moll
– C-dur);

2. B: parallel tonalities (ex.: C-dur – a-moll).
3. C: tritone relation between 2 minor triads (ex.: fis-

moll – c-moll);
4. D: chords with a common third (ex.: d-moll – Des-

dur);
5. E: minor tonic – Dorian major VI relation (ex.: es-

moll – C-dur);
6. F: tritone relation between major and minor triads

(ex.: Fis-moll – c-moll);
7. G: minor tonic – minor VI relation (ex.: e-moll – c-

moll);
8. H: minor second relation between two minor chords

(ex.: cis-moll – c-moll);
9. I: major tonic – flat VI minor relation (ex.: C-dur –

as-moll);
10. J: major tonic – flat VI major relation (ex.: C-dur –

As-dur).
11. K: minor tonic – Dorian minor VI relation (ex.: c-

moll – a-moll).

Let’s build the harmonic scheme of Omega piece develop-
ment using described formalism: 

1st strophe: A – A – B – C – D 
2nd strophe: A – A – E – A – F – D – B – D – A – G 
3rd strophe: A – A – B – H – A – I – D – D – D 
4th strophe: A – A – E – A – J – I – K – D – D – D 
5th strophe: A – A – A – H

The common fundamental relation (A) stabilizes the dyna-
mism of the relations change, returning at the beginning of 
each strophe. It also tends to precede the introduction of a 
new relation:  A – B in the 1st strophe, A – E along with A 
– F and A – G in the 2nd strophe, A – I in the 3rd strophe,
and A – J in the 4th strophe. Very distant relations of minor
triads – of a tritone (C) and of a minor second (H), are pre-
ceded by a close relation of parallel tonalities (B) in the 1st

and the 3rd strophes respectively, creating relaxation of a
harmonic density just before its immediate concentration.
The common third relation (D) gradually increases its
presence through the piece, being replaced by a very dis-
tant and harmonically dense minor second relation (H) in
the last 5th strophe.  It is quite remarkable that the last new
relation introduced in the Omega piece (K) is the very first
relation that appeared in the Swan piece; it is also appears
close to the golden ratio zone. This event is preceded by
the only major-major relation of the Omega piece (J), rep-
resenting a flat major relation, similar to the flat major re-
lation – also a unique major-major relation in the harmonic
structure of the Swan piece. The difference lies in the
third’s direction – the Swan piece contains an upward flat
relation (flat major III), while Omega contains a down-
ward flat relation (flat major VI), related to a major tonic.
This creates a complementary relation between two pieces,
as a reflection of the utopian (upwards) and dystopian
(downwards) beginnings.
   Let’s now visualize the list of tonalities, which appeared 
in the Omega piece within described relations: 

1sts.: e-E|e-E|E-cis|cis-g|g-Ges 
2nds.: e-E|e-E|E-g|g-G|G-cis|cis-C|C-e|e-Es|Es-es|es-g| 
3rds.: es-Es|es-Es|Es-g|g-ges|ges-Ges|Fis-d|d-Des|Des-d|d-Des| 
4ths.: es-Es|es-Es|Es-ges|ges-Ges|Ges-D|D-b|b-cis|cis-C|C-cis|cis-C| 
5ths.: e-E|e-E|E-e|e-es| 

The tonalities movement within the common third relation 
is started with a downward jump to a tritone (g-cis), then 
upward pass to a minor third (cis-e) and gradual descent to 
the tritone’s base tone (e-d-cis). The tonalities movement 
within this relation is much more dramatic, than in the 
Swan piece, where the movements on small intervals 
within a range of a perfect fourth (h-e) took place. A dis-
sonant tritone interval, suddenly taken by a downward 
movement, the attempt to raise on the interval of a minor 
third and a fatal descent to the tritone jump’s hole creates 
dystopian associations. The tonalities coverage within the 
chords with a common fundamental is similar to the tonal-
ities movement within the same relation in the Swan piece 
and do not surpass the interval of a major third (e-g-ges-
es-ges-e). However, instead of raising above the starting 
tonality, the tonal movement in the Omega piece returns to 
its initial point. 
   The means of harmonic expression in the Omega piece 
also comprise the use of additional chord tones with alter-
ations. The sharp fourth along with the major/minor third 
within the same chord structure are also used in the Omega 
piece to express the similar meaning as in the Swan piece. 
Unlike the Swan piece, the alternation of the minor and 
major seventh within the major seventh chord is used to 
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add harmonic density and the dynamism of a dominant 
sounding. It is also should be noted, that either resolved 
directly or via ellipsis dominants add dramatism and insta-
bility to the whole piece, compared to a more static Swan 
piece. Finally, the relation of stability within two pieces is 
supported by a rhythmic organization. The same metric 
structure was used for both pieces with twice more agita-
tion in Omega (100 bpm) compared to Swan (50 bpm). 

5. INTERACTION AND GESTURAL CONTROL

The interactive aspect in the context of the processual art 
requires a clear indication of the elements that may be trig-
gered at a given moment of time. In our project we wrap 
the potential points to trigger inside semi-transparent 
spheres, which gradually shrink until the exact moment of 
interaction, requesting the user to decide which audio 
event will be activated (see Figure 4). Since the sphere is 
bound to the point and it might go offset the user’s field of 
view, we integrate an additional indicator synchronized 
with the sphere movement, which stays in the user’s field 
of view at all times. This solution not only helps to main-
tain the order of interaction, but also guaranties the conti-
nuity of performance and integrity of the music piece. 

a)  b) 
Figure 4. Semi-transparent spheres, indicating the next el-
ement to trigger (a); an additional indicator of the timing 
(b). 
   The surrounding space elements colorization is affected 
by the sound events choice and the surrounding canvas is 
gradually colored in shades of colors inherent to the cho-
sen points. The surrounding canvas is divided into regions 
and each region may be equally affected either by Swan 
path’s color palette or by the color palette of the Omega 
path. An example is given in Figure 5. 
   The gestural control makes an integral part of the user’s 
experience and is implemented via gestural movement 
paths. The movement paths are represented as semi-trans-
parent traces of the dancer’s hand movements, recorded 
from touch controller’s coordinates during the dancer per-
formance in a VR space. The dancer’s guiding movement 
paths are unrolled in time, engaging the user to follow. The 
user’s hand movements are leaving their own traces, which 
allows to assess how close the user movement was to the 
guiding dancer’s movement. To prevent the saturation of 
lines, both guiding and the user’s hand traces begin to fade 
just after their appearance. Since gestural movements are 

tightly bound to the points being triggered, we provide 5 
pre-recorded combinations of interaction possibilities with 
both paths, an example of such variability is given in Fig-
ure 6. There is also a possibility to turn off the pre-recorded 
movements, leaving the user a complete freedom in a piece 
stages combination and gestural movements. 

Figure 5. Canvas regions after interaction with one Swan 
element (shades of blue) and two Omega elements (shades 
of red). 
   The choreography of the guiding movements represents 
modern dance style, including chaine tour (chain turns), 
glissade (gliding steps) that predicate jetes (jumps) or tour 
de basque (leaps), along with front-to-back and side-to-
side steps. The dance choreography is interpretative and 
conveys the main artistic message, related to the composi-
tional philosophy, expressing the fragility of human exist-
ence and the eternal beauty of the universe – the duality of 
physical and metaphysical presence, embodied in a trans-
cendent artistic experience. 

Figure 6. Guiding traces interacting with the Omega and 
Swan points. 
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6. CONCLUSIONS 

The article presented a concept of a volumetric music com-
position along with its practical implementation in a VR 
application. The compositional philosophy and its realiza-
tion in a music matter has been shown via hybrid visuali-
zation and detailed analysis of harmonic relations and to-
nal movements. The principles of the interactive points 
with the related surrounding regions colorization were 
shown and the models of interaction with the project’s vis-
ual interface via guiding traces have been discussed. The 
project presents a great potential for co-creation hybrid VR 
experiences of a music art. 
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ABSTRACT

The present study investigates ways in which the “tim-
bre space” metaphor may be used in creative ways for in-
strumental composition. Numerous tools for concatenative 
sound synthesis share today the ability to represent in an n-
dimensional space large quantities of sound, thus display-
ing on a map data which originally unfolded in time. If the 
potential of such systems for creating interactive instru-
ments is an evidence, their affordance as musical scores 
needs further assessment, for control over time becomes 
unknown territory. When porting to VR such represen-
tation of sonic data, the score becomes a 3-dimensional 
map (or world) in which the user typically navigates freely. 
Experimentation through composition, instrument design 
and improvisation have shown a potential of simulation 
of plausibly automatised acoustical instrument, using ma-
chine learning techniques to model virtual instruments out 
of relatively small quantities of data (e.g. 20 minutes of 
audio to model a clarinet). The method offers promis-
ing avenues for the exploration of instrumental fragments 
clustered by timbre, register, dynamic, instrumental tech-
niques. Whether or not such maps identify as musical 
scores, they contribute to addressing a problem formulated 
by Lev Manovitch: “how to merge database and narrative 
into a new form”.

1. INTRODUCTION

1.1 Are scores maps?

The question raised in this article is in no small part in-
spired by a study by Daniel Miller, Are scores maps? A 
cartographic response to Goodman[1], in which a dialec-
tical tension between two concepts (score and map) leads 
to interesting questions on the role and function of musi-
cal notation. Miller proposes that, in spite of surface-level 
conventions, the underlying structure of scores closely re-
lates to maps: “notational components of scores are better 
understood as contingent surface-level features leveraged 
by an underlying map-like representational structure. On 
this account, scores are seen to be highly conventional-
ized maps, and the notational symbols of scores consti-

Copyright: © 2023 Jonathan Bell. This is an open-access article distributed under the 

terms of the Creative Commons Attribution 3.0 Unported License, which permits 

unrestricted use, distribution, and reproduction in any medium, provided the original 

author and source are credited.

tute just one of multiple modes of representation and de-
piction harnessed by this framework”. Scores may there-
fore be conceived as a mere subset of maps. The rap-
prochement between both notions is best illustrated with
a historical example: famous works of the post-war avant-
garde (by M. Feldman, J. Cage, E. Brown, P. Boulez, K.
Stockhausen and A. Boucourechliev to cite a few) took
the form of graphical scores which the performer could
freely navigate. Boucourechliev named many of his com-
positions “Archipels” (archipelago) which evokes the same
metaphor. Those scores typically presented common nota-
tion fragments spread out all over the page, so as to eman-
cipate the work from the linearity imposed by traditional
notation, an idea thoroughly discussed in U. Eco’s Open
Work [2]. In Boulez’s second sonata for piano for instance,
this co-existence of snippets of conventional notation with
a map-like layout on the page illustrates how maps allow
for compelling hybrid cases, in which not every symbol on
the page functions as a map. Similarly, in more conven-
tional/linear scores, Miller underlines that only some fea-
tures are isomorphic (or maps-like): “Scores are maps that
are isomorphic with the spatial and temporal structures
of the musical works they represent, while other graphi-
cal features may be purely contingent or incidental. This
highlights an interesting property of maps: they need only
be isomorphic with regard to a subset of the properties of
the space they represent”. Maps, in a manner reminiscent
of scores, aim to guide a user or prompt a performer for
action, and this goal needs not obey strict, systematic, one
to one mapping relationships. For Miller indeed, this mix-
ture of isomorphism and contingency responds to Good-
man’s famous attack against John Cage, formulated as fol-
lows: “Without stipulation of minimal significant units of
angle and distance, p. 53 from John Cage’s Concert for
Piano and Orchestra from 1960 is not syntactically differ-
entiated”. The philosopher’s observation led him to vitri-
olic criticism of John Cage’s approach to graphic notation:
“Under the proposed system there are no disjoint and dif-
ferentiated characters or compliance classes, no notation,
no language, no score”[3], a point of view which, in return,
has proven widely unpopular.

Reflexions on maps and paper scores may seem here overly
theoretical. The digital age, however, urges composers to
think about scores in new ways, in which hybridization be-
tween interactive systems and notation leaves more room
to our notion of map as score. In “The digital score, mu-
sicianship, creativity and innovation”[4], Craig Vear pro-
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poses that: “The core purpose of any digital score is to
communicate ideas between musicians using digital tech-
nology.”, thus placing technology at the center contempo-
rary notation, and expanding at the same time the range
of systems hitherto coined as “scores”. Vear also proposes
that “Some digital scores might feel like computer games
where the performer makes decisions about what happens
next.” The image of the computer game, just as the one
of a map which the performer can browse, evokes free-
dom in the first place, but also an important shift of focus
when considered through the perspective of a traditional
composer. His craft then becomes closer to the one of an
instrument designer, which Vear still considers belonging
to the realm of digital scores. In a chapter entitled “The
nature of digital scores: expanding the core signatures”, he
states: “the score might be embedded within the design of
an instrument, instrument might be a system-score of elec-
tronics controlled by generative software”. Under such cir-
cumstances, the frontier between score and digital instru-
ment design blurs, and diverse forms of interactive system
querying a database will be considered a score.

In some early accounts of artistic uses of CataRT [5],
Diemo Schwartz described his 2d representations of a sound
corpus as “navigable score” or “score instruments”: “The
[piece’s] subject was “navigable scores” or score-instruments,
in which different kinds of users would play the sound or
music, cruising through the score.”[6] Schwartz’s discov-
ery then presents this paradox that it proposes a score that
does not represent time.

1.2 Maps do not represent time

Musical scores are used to convey information about mu-
sical material function of time.

Maps, on the other hand, are static representations of an
area. They do not represent time or changes over time,
and are typically used to convey information about geo-
graphical features and spatial relationships, and are also a
powerful tool for visualisation in data science, as will be
developed in Chapter 5.

“Many new media objects do not tell stories; they don’t
have a beginning or end” [7]. This quote by Manovitch
helps us here introducing a challenging idea for a tradi-
tional composer: ignoring the temporal dimension of a
score may lead to innovative approaches to composition.
We will now expose how such data plot, or more globaly
databases can also be considered as an art form. Finally,
the absence of time inherent to these concept encourages
to use in Section 1.2.2 aesthetic arguments to understand
what might stay creatively interesting within a loose con-
trol over time in musical composition.

1.2.1 Databases as an art form

Databases and data mining in music can be thought of as
an art form in the sense that they involve using creativ-
ity and analytical skills to extract insights and knowledge
from large sound datasets. This requires the ability to in-
form musical creativity by identifying patterns, trends, and
relationships in data that may not be otherwise apparent.

Novels and film, are, as music, dance, or theatre, tem-
poral art forms. Manovitch’s insight on database art form
suggests that new media isn’t subordinate to time, or nar-
rative, in the same manner; this consideration may help
a composer alter some preconception on his approach to
form, articulation, or narrative: “After the novel, and sub-
sequently cinema, privileged narrative as the key form of
cultural expression of the modern age, the computer age
introduces its correlate - database. Many new media ob-
jects do not tell stories; they don’t have a beginning or end;
in fact, they don’t have any development, thematically, for-
mally or otherwise which would organise their elements
into a sequence.”[7] This absence of narrative in new me-
dia art, which Manovitch relates to post-modernity, finds
an interesting echo in the thought of Morton Feldman, who
saw in the European Avant-Garde an excessive desire for
control over time.

1.2.2 Morton Feldman and the European clock makers

In his collected writings [8], Morton Feldman recalls a dis-
cussion he once had with Karlheinz Stockhausen: “He was
convinced that he was demonstrating reality to me. That
the beat, and the possible placement of sounds in relation
to it, was the only thing the composer could realistically
hold on to. [. . . ] Frankly, this approach to time bores me.
I am not a clockmaker. I am interested in getting Time in
its unstructured existence. That is, I am interested in how
this wild beast lives in the jungle - not in the zoo”. Feld-
man, often with humour, insisted on that idea : “Let the
sounds alone, Karlheinz, don’t push them — not even a
little bit?”. This almost passive approach to composition
echoes the zen-inspireed thought of John Cage, and also
importantly took his inspiration from painters: “A painter
will perhaps agree that a color insists on bieng a certain
size, regardless of his wishes [...] He can simply allow it to
’be’. In recent years we realize that sound has a predilec-
tion for suggesting its own proportions [...] Any desire for
differentiation must be abandoned”

Feldman’s music explored this idea of surface in a num-
ber of ways, such as through the use of long, slow and static
musical lines, the repetition of simple motifs, absence of
contrast (which he called differenciation), and the use of
unconventional temporal dimensions (some works such as
the second string quartet last over four hours). This un-
conventional approach to form relates more broadly to an
opposition between European and American avant-garde
in the 50-60s.

The tools described in Chapter 5 inclined the author to
think of musical form as long static time canvases, as would
M. Feldman call them: “ “My obsession with surface is the
subject of my music. In that sense, my compositions are
really not “compositions” at all. One might call them time
canvases in which I more or less prime with an overall hue
of the music”. Listening to almost any of his works, one
realises that the entire piece most often shares the same at-
mosphere from its beginning until its end. A piece with
a recognisable instrumental combination such as why pat-
terns for flute, piano and celesta or Clarinet and Percus-
sion have a strong acoustical footprint and illustrate how
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machine machine listening could be used on such materi-
als.

2. CORPUS-BASED CONCATENATIVE SOUND
SYNTHESIS (CBCS) TODAY

Corpus-Based Concatenative Sound Synthesis (CBCS) is a
technique used in computer music that involves construct-
ing a sound or music piece by concatenating (joining to-
gether) smaller units of sound, such as phonemes in speech
synthesis or musical phrases in music synthesis. It can be
used to model an improvising instrumental musician by
creating a database of recorded musical phrases or seg-
ments that can be combined and rearranged in real-time
to create a musical performance that sounds like it is being
improvised.

Today nearly 20 years old if one refers to the first CataRT
publications [5], CBCS today enjoys an increasing pop-
ularity. Various apps today are based on similar princi-
pals (AudioStellar, Audioguide, LjudMAP or XO). The
democratisation of audio analysis and machine learning
tools such as the FluCoMa package (for Max, SuperCol-
lider and Pure Data) encourages computer music practi-
tioners to engage in this field at the crux between music
creation and data science/machine learning.

2.1 Timbre Space

In spite of promising advances in the domain of deep learn-
ing applied to sound synthesis [9] [10], CBCS tools may
earn their popularity from a metaphor which leads back
to the early days of computer music: the notion of timbre
space, developed by Wessel [11] and Grey [12], accord-
ing to which the multi-dimentional qualities of timbre may
be better understood using spatial metaphors (e.g. the tim-
bre of the English horn being closer to basson than is it of
trumpet).

The heritage of the Timbre Space metaphor can also be
found in various iterations of the Orchidea [13] project, and
continues to inspire generations of composers and music
technologists. 1

Pioneers in the perception of timbre studies such as Grey
[12], J.C. Risset, D. Wessel, [16] or Stephen McAdams
[17] [18] most often define timbre by underline what it is
not. Risset and Wessel, for instance, define it as follow:
It is the perceptual attribute that enables us to distinguish
among orchestral instruments that are playing the same
pitch and are equally loud.

The co-variance such parameters (pitch, loudness and tim-
bre), however, leads Schwarz to distinguish timbre space
and CBCS notions: ‘Note that this concept is similar but
not equivalent to that of the timbre space put forward by
Wessel and Grey [7, 24], since timbre is defined as those
characteristics that serve to distinguish one sound from an-
other, that remain after removing differences in loudness

1 Daniele Ghisi, co-author of the bach [14] package for Max, occu-
pies a role role here as he’s worked both on the Orchidea and FluCoMa
projects. Some objects of his later dada library [15] also show an influ-
ence of CataRT (the dada.catart object was later renamed dada.cartesian).
The dada.base based, finally, might have been a source of inspiration for
the manipulation of databases in Max. An extract of one of his presenta-
tion is available here: https://youtu.be/LD0ivjyuqMA?t=3032

Figure 1. Multidimensional perceptual scaling of mu-
sical timbres (John M. Grey[12]). Sounds available at:
https://muwiserver.synology.me/timbrespaces/grey.htm.

and pitch. Our sound space explicitly includes those dif-
ferences that are very important to musical expression.”
[19]

The workflow described in Chapter 5 gave in practice
strong evidence of inter-dependance between register, tim-
bre and dynamics, particularly when the analysis run over a
single instrument sound file (e.g. 30 minutes of solo flute),
and chopped in short samples. The system will then pre-
cisely be able to find similarity between instrumental pas-
sages played in the same register, same dynamic, and same
playing technique (e.g. a flute playing fast trills mezzo
forte, in mid-low register, with air).

2.2 Corpus-Based Concatenative Synthesis - State of
the art

A wide array of technologies today can be called corpus-
based concatenative synthesis, in the sense that they allow,
through segmentation and analysis, to explore large quanti-
ties of sound. Some of them are presented as “ready-made”
solutions, such as the recent Audiostellar [20], or SCMIR
2 for SuperCollider. Hackbarth’s AudioGuide [21] of-
fers a slightly different focus because it uses the morphol-
ogy/timeline of a soundfile to produce a concatenated out-
put. Within the Max world finally, two environments ap-
pear as highly customizable: IRCAM’s MuBu [22] and the
more recent EU funded FluCoMa [23] project. CataRT
is now fully integrated in MuBu, whose purpose encom-
passes multimodal audio analysis as well as machine for
movement and gesture recognition [24]. This makes MuBu
extremely general purpose, but also difficult to grasp. The
data processing tools in MuBu are mostly exposed in the
pipo plugin framework [25], which can compute for in-

2 A demo is available at: https://youtu.be/jxo4StjV0Cg
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stance mfcc analysis on a given audio buffer 3 by embed-
ding the pipo.mfcc plugin inside the mubu.process object.

FluComa also aims to be general purpose, but seems par-
ticularly suited to perform two popular specific tasks. With
only limited knowledge of the framework nor of theory
laying behind the algorithms it uses (such as those dimen-
tionality reduction, mfcc analysis, or neural network train-
ing), the framework allows: 1/ to segment, analyse and
represent/playback a sound corpus 2/ to train a neural net-
work to control a synthesizer, in a manner reminiscent of
Fiebrink’s Wekinator [26].

Only the tools for segmentation, analysis representation
and playback (described in detail in Chapter 5) were used
here, for they precisely fit the needs of corpus-based syn-
thesis.

3. FIRST ATTEMPTS

Some of the early versions of the FluCoMa package al-
ready provided efficient onset detection algorithms (onset-
slice 4 ), which encouraged the author to further dig into
their environment.

At that time, all the compositional material generated with
the package used the fluid.bufstat 5 object to run statical
pitch analysis (and pitch confidence analysis) on each slice
of a given pre-existing sound file. As can be heard in this
accompanying example 6 , slices were classified by pitch
(the lower the index, the lower the register), although some
inaccuracy could occur due to the simplicity of the analysis
(section 5 will describe more elaborate strategies).

Onset detection combined with statistical pitch analysis
were first used on a large scale in a piece (Chef 2.0 7 ) in
which all the instrumental parts had been generated with
comparable rudimentory Music Information Retrieval tech-
niques.

Some experiments of various forms of VR control over
such analysis tools already seemed promissing at that time 8 .
The PatchXR software will be discussed in section 5.3.

4. MOTIVATIONS

One of the goals of the present study is to take advantage
of the numerous capacities of visualisation, interaction and
motion gesture data available within a VR environment.

3 MFCC stands for Mel-Frequency Cepstral Coefficients. It is a type
of feature extraction method that is commonly used in speech and speaker
recognition systems. MFCCs are used to represent the spectral character-
istics of a sound in a compact form that is easier to analyze and process
than the raw waveform. They are calculated by applying a series of trans-
formations to the power spectrum of a sound signal, including a Mel-scale
warping of the frequency axis, taking the logarithm of the power spec-
trum, and applying a discrete cosine transform (DCT) to the resulting
coefficients. The resulting coefficients, which are called MFCCs, cap-
ture the spectral characteristics of the sound and are commonly used as
features for training machine learning models for tasks such as speech
recognition and speaker identification.

4 https://learn.flucoma.org/reference/onsetslice/
5 https://learn.flucoma.org/reference/bufstats/
6 https://youtu.be/UNj7 TI8SVs
7 Simulation: https://www.youtube.com/watch?v=MkMKVm3G3W8

Result: https://youtu.be/Sc4Ye rnSO8?t=9893. Although not relevant
to the discussion here, the arm movement of the conductor was mapped
to the speed of the cursor on the performers’ screens with the help of
INScore [27] and Gesture Follower [28] in MuBu for Max.

8 https://youtu.be/DC BL HGPLA

Porting to VR analysis made in Max/FluCoMa has its chal-
lenges but I am currently exploring various possible ways
of interacting with a corpus-based analysis in VR. After
a few trials in which the x y z coordinates of a world di-
rectly represented audio descriptors such as loudness pitch
and centroid 9 , I more systematically used mfcc analysis
and dimensionality reduction, as described in the follow-
ing section.

The use of machine learning (dimensionality reduction)
in the latter case renders a world in which the absolute co-
ordinates of each point has no more link to the descrip-
tor space (the high sounds cannot be mapped to the y axis
for instance), but offers compelling results for clustering
information relating to the different playing styles of the
instrument that is being analysed: as an example, in this
extract 10 based on flute sounds, the opening shows a clear
opposition between two types of gestures: 1/ staccato notes
and 2/ legato scale-like type of material. This contrast in
sound is made explicit by a movement of the avatar which
jumps from a cluster of buttons to another.

5. WORKFLOW

After numerous attempts at listening to and playing with
this system 11 , I am now investigating how to diversify in
VR metaphors for exciting the corpus based synthesis en-
gine, as well as the different ways in which the synthesis
may be rendered on an orchestra of RaspberryPi-equipped
loudspeakers (see Chapter 6).

5.1 Corpus Selection

My experiments have focussed on musical instrument cor-
pora almost exclusively. The tools presented here can effi-
ciently generate plausible virtuosic instrumental music (as
was sometimes the case in the piece Chef 2.0 discussed
earlier), but recent uses found more satisfying results in
slower, quieter, “Feldman-like” types of textures. Vari-
ous limitations on the playback side (either in VR, or on
a Pure Data sampler for RaspberryPi described in Chap-
ter 6) have imposed restrictions in the first stages on the
amount of data it could handle (less than 5minutes in AIFF
in VR) or the number of slice the sample could be chun-
ked into (256 because of limitation of lists in Max). Both
limitations were later overcome (use of the ogg format in
VR, increase of internal buffer size in fluid.buf2list), thus
allowing for far more convincing models.

5.2 Analysis in FluCoMa

Using concatenative synthesis to model an improvising in-
strumental musician typically involves several steps:

1. Segmentation of a large soundfile: This involves di-
viding a large audio recording of the musician’s per-
formance into smaller units or segments.

9 https://youtu.be/1LHcbYh2KCI?t=19
10 https://youtu.be/777fqIIJCY4
11 For cello: https://youtu.be/L-MiKmsIzjM For various instruments:

https://www.youtube.com/playlist?list=PLc 
WX6wY4JtnNqu4Lwe2YzEUq9S1IMvUk For flute: https://
www.youtube.com/playlist?list=PLc 
WX6wY4JtlbjLuLHDZhlx78sTDm

aqs
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2. Analysis: These segments are then organised in a
database according to various descriptor data (mfcc
in our case).

3. Scaling/pre-processing: scaling is applied for better
visualisation.

4. Dimension reduction: Based on mfcc descriptors,
the dimensionality of the data is reduced in order to
make it more manageable and easier to work with.
This can be done using techniques such as principal
component analysis (PCA) singular value decompo-
sition (SVD), or Uniform Manifold Approximation
and Projection (UMAP, preferred in our case).

5. Near neighbours sequencing: Once the segments have
been organised and analysed, the software selects
and combines them in real-time based on certain in-
put parameters or rules to create a simulated musical
performance that sounds like it is being improvised
by the musician. We use here a near neighbours al-
gorithm, which selects segments that are similar in
some way (e.g., in terms of pitch, loudness, or timbre
- thanks to similarities revealed by umap on mfccs in
our case) to the current segment being played.

We will now describe these steps in further detail:

5.2.1 Slicing

We saw in Chapter 3 how slicing musically trigger possi-
bilities. In MuBu onset detection is done with pipo.onseg
or pipo.gate. FluCoMa expose five different onset detec-
tion algorithms:

1. fluid.ampslice: Amplitude-based detrending slicer

2. fluid.ampgate: Gate detection on a signal

3. fluid.onsetslice: Spectral difference-based audio buffer
slicer

4. fluid.noveltyslice: Based on self-similarity matrix
(SSM)

5. fluid.transcientslice: Implements a de-clicking algo-
rithm

Onsetslice only was extensively tested. The only tweaked
parameters were a straigh-forward “threshold” as well as a
“minslicelength” argument, determining the shortest slice
allowed (or minimum duration of a slice) in hopSize. This
introduce a common limitation in CBCS: the system strongly
biaises the user to choose short samples for better anal-
ysis results, and more interactivity, when controlling the
database with a gesture follower. Aaron Einbond remarks
in the use of CataRT how short samples most suited his in-
tention: “Short samples containing rapid, dry attacks, such
as close-miked key- clicks, were especially suitable for a
convincing impression of motion of the single WFS source.
The effect is that of a virtual instrument moving through the
concert hall in tandem with changes in its timbral content,
realizing Wessel’s initial proposal.”[29]

A related limitation of concatenative synthesis lies in the
fact that short samples will demonstrate the efficiency of

the algorithm 12 , but at the same time moves away from
the ”plausible simulation” sought in the present study. A
balance therefore must be found between the freedom im-
posed by large samples, and the refined control one can
obtain with short samples.

A direct concatenation of slices clicks in most cases on
the edit point, which can be avoided through the use of
ramps. The second most noticeable glitch on concatena-
tion concerns the interruption of low register resonances,
which even a large reverb fails making sound plausible.
Having a low threshold and large “minslicelenght” results
in equidistant slices, all of identical durations, as would do
the pipo.onseg object in MuBu.

Because we listen to sound in time, this parameter re-
sponsible for the duration of samples is of prior impor-
tance.

5.2.2 mfcc on each slice - across one whole slice/segment

Multidimensional MFCC analysis: MFCC (Mel-Frequency
Cepstral Coefficient) analysis is a technique used to extract
features from audio signals that are relevant for speech and
music recognition. It involves calculating a set of coeffi-
cients that represent the spectral envelope of the audio sig-
nal, and can be used to capture the spectral characteristics
of the musician’s playing style.

5.2.3 statical analysis over each slice

BufStats is used to calculate statistical measures on data
stored in a buffer channel. A buffer here is a type of data
structure that holds time-series information, audio descrip-
tor data in this case. BufStats calculates seven statistics
on the data in the buffer channel: mean, standard devi-
ation, skewness, kurtosis, low, middle, and high values.
These statistics provide information about the central ten-
dency of the data and how it is distributed around that ten-
dency. In addition to calculating statistics on the original
buffer channel, BufStats can also calculate statistics on up
to two derivatives of the original data, apply weights to the
data using a weights buffer, and identify and remove out-
lier frames. These statistical measures can be useful for
comparing different time-series data, even if the original
data is different lengths, and may provide better distinc-
tion between data points when used in training or analysis.
The output of BufStats is a buffer with the same number of
channels as the original data, with each channel contain-
ing the statistics for its corresponding data in the original
buffer.

5.2.4 Normalization

The FluCoMa package proposes several scaling/preprocessing
tools, amongst which normalization and standardization
were used. Standardization and normalization are tech-
niques used to transform variables so that they can be com-
pared or combined in statistical analyses. Both techniques
are used to make data more comparable, but they work in
slightly different ways.

Standardization involves scaling a variable so that it has
a mean of 0 and a standard deviation of 1. This is done by

12 e.g. https://youtu.be/LD0ivjyuqMA?t=3032
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subtracting the mean of the variable from each data point
and then dividing by the standard deviation. Standardiza-
tion is often used when the variables being compared are
on different scales or have different units of measurement.
It allows for comparison of variables that would otherwise
be difficult to compare directly.

Normalization involves scaling a variable so that it has
a minimum value of 0 and a maximum value of 1. This
is done by subtracting the minimum value of the variable
from each data point and then dividing by the range (i.e.,
the difference between the maximum and minimum val-
ues). Normalization is often used when the variables being
compared have a skewed distribution, or when the vari-
ables are not normally distributed. It allows for compari-
son of variables that would otherwise be difficult to com-
pare directly due to the skewness of their distribution.

Standardization scales a variable to have a mean of 0 and
a standard deviation of 1, while normalization scales a vari-
able to have a minimum value of 0 and a maximum value
of 1. Normalization ccaling was found easier to use both
in 2-D (in FluCoMa, the fluid.plotter object), as well as
in the VR 3D world in which the origin corresponds to a
corner of the world. The fluid.nomalize object features an
“@max” attribute (1 by default), which then maps directly
to the dimensions of the VR world.

5.2.5 Dimensionality Reduction

Dimensionality reduction is a technique used in machine
learning to reduce the number of features (dimensions) in
a dataset. The goal of dimensionality reduction is to sim-
plify the data without losing too much information. Var-
ious dimensionality reduction algorithms are presented in
an early FluCoMa study[30], with interestingly no mention
of UMAP, later favoured.

SOM in one of the most popular algorithms for dimen-
sionality reduction. It is implemented in the ml.star[31]
library for Max, a simple hands-on library for machine
learning, just one amongst the vast ammount of frame-
works and machine learning algorithm famous across the
NIME community [32] [33] [34] [35].

SOM (Self-Organizing Map) and UMAP (Uniform Man-
ifold Approximation and Projection) are both techniques
for dimensionality reduction. SOM is a type of neural net-
work that is trained using unsupervised learning. It con-
sists of a grid of neurons, each of which is associated with
a set of weights. The SOM is trained by presenting it with
input data and adjusting the weights of the neurons so that
similar input patterns are mapped to nearby neurons on
the grid. The resulting map is a low-dimensional repre-
sentation of the input data that preserves the topological
structure of the original data. UMAP, on the other hand,
is a non-linear dimensionality reduction technique that is
based on the principles of topological data analysis. It uses
a combination of techniques such as k-nearest neighbours,
weighted graph construction, and low-dimensional embed-
ding to produce a low-dimensional representation of the
input data. Unlike SOM, which is limited to a fixed grid
structure, UMAP can produce a continuous, flexible repre-
sentation of the data. Both SOM and UMAP can be useful

for visualising high-dimensional data and for discovering
patterns and relationships in the data. However, UMAP has
some advantages over SOM, including the ability to handle
large datasets more efficiently and the ability to produce
more interpretable results.

UMAP (Uniform Manifold Approximation and Projec-
tion) can be used to visualize high-dimensional data in
a lower-dimensional space. When applied to sound data
analysed with MFCC (Mel-Frequency Cepstral Coefficients),
UMAP reduces the dimensionality of the data and creates a
visual representation of the sound in a 2- or 3-dimensional
space. MFCCs, again, are a feature extraction technique
commonly used in speech and audio processing. They in-
volves decomposing a sound signal into a set of frequency
bands and representing the power spectrum of each band
with a set of coefficients. The resulting MFCC coefficients
capture important spectral characteristics of the sound sig-
nal (albeit hardly interpretable by the novice user), such
as the frequency and magnitude of the spectral peaks. By
applying UMAP to the MFCC coefficients of a sound sig-
nal, it is possible to create a visual representation of the
sound that preserves the relationships between the differ-
ent MFCC coefficients (see Fig. 2). This can be useful
for tasks such as exploring the structure of a sound dataset,
identifying patterns or trends in the data, and comparing
different sounds.

Figure 2. Dimensionality reduction of MFCCs help re-
vealing spectral similarities. UMAP outputs coordinates
in 2d or 3d.

UMAP is therefore used for its clustering abilities in the
first place, helping for classification purposes. It helps
identifying patterns or trends that may not be evident from
the raw data. Most importantly, the non-linear dimensions
proposed by UMAP (whether in 2d in Max or in 3 dimen-
sions in PatchXR, and when compared to linear analyses
in which, for instance, x, y and z correspond to pitch, loud-
ness and centroid) gave far more “intelligent” clustering
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than more conventional parameter-consistent types of rep-
resentations.

5.2.6 Neighbourhood queries

The neighbourhood retrieval function in a slightly different
way each time, but is based in FluCoMa on K-d trees and
and the knn algorythm. In MuBu , the mubu.knn object, as
well as the ml.kdtree object ml.star, give very comparable
result than those achievable with fluid.kdtree.

K-d trees (short for ”k-dimensional trees”) and k-nearest
neighbours (k-NN) are two algorithms that are related to
each other, but serve different purposes.

A k-d tree is a data structure that is used to efficiently
store and query a set of points in a k-dimensional space.
It works by partitioning the points into a binary tree, with
each node in the tree representing a hyperplane that splits
the space into two halves. The points are recursively parti-
tioned into the left and right subtrees based on which side
of the hyperplane they fall on. By organising the points
in this way, it is possible to quickly find the nearest neigh-
bours of a given point by searching only a subset of the tree
rather than the entire set of points.

On the other hand, the k-NN algorithm is a machine learn-
ing algorithm that is used for classification or regression.
Given a set of labeled points and a new, unlabelled point,
the k-NN algorithm determines the k points in the set that
are nearest to the new point, and then uses the labels of
those points to predict the label of the new point. The value
of k is a hyper-parameter that is chosen by the user, and it
determines the number of neighbours that are considered
when making the prediction.

In summary, a k-d tree is a data structure that is used to
store and efficiently query a set of points in a k-dimensional
space, while the k-NN algorithm is a machine learning al-
gorithm that is used for classification or regression. Both
algorithms are often used in applications such as pattern
recognition, image classification, and data mining.

While CataRT or Audiostellar are typically used for gen-
eration of electronic textures/sound design, I have most
often used FluCoMa to generate monophonic instruments
(one performer plays one instrument at a time), in which
the avatar reproduces what knn would do with an auto-
mated instrument: he will privilege in his choice the sam-
ple he can reach at hand, rather than jump large distance
between 2 items (see Fig. 3) .

5.3 PatchXR

PatchXR [36] is a playful digital audio workstation for
making music in VR. It’s core metaphor corresponds to
what the FluCoMa team calls CCE (creative coding envi-
ronments) insofar as it functions in many ways like Max or
Pure Data.

One reason for using VR to explore a 3D dataset is that it
allows users to interact with the data in a more natural and
immersive way, using it as a tool for data visualisation and
analysis. Users can move around and explore the data from
different angles, which can help them to better understand
the relationships between different data points and identify
patterns. Users get a more intuitive sense of the data and

Figure 3. A VR interface in which each button in the world
corresponds to a slice of the sound file. Machine learning
helps bringing closer sounds that share common spectral
characteristics.

better understand how it is structured and how the different
data points relate to one another.

The structure of a .patch file (a patchXR world) follows
the syntax of a .maxpat (for Max) or .pd file (for pure data)
in the sense that it first declares the objects used, and then
the connexions between them. This structure made it rela-
tively trivial to generate a javascript routine taking as input
a dictionary (json file) with each segment’s 3d coordinates,
and as output a new .patch file (a world accessible in VR,
see general workflow on Fig. 4).

Figure 4. General Workflow: from an input audio file to
its .patch 3d representation in PatchXR.

5.3.1 Interaction and OSC communication

PatchXR exposes a wide range of blocks (a block corre-
sponds to an object in Max or Pure Data) making it simple
to access gesture data such as:

• The position/distance between hands/controllers and
a reference.

• The rotation angles (x y z) of both hands’ controllers

• 2-d touchscreen like controllers, where the user moves
the xy position of a selector across a plane by man-
ually grabbing it.

• 2-d lazer-like controllers, where the user moves the
xy position of a selector remotely, as if using a lazer
pointer towards a remote screen
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• 2-d pads, which allow to access the velocity at which
the pad is hit

• 3-d theremine like controllers, where the user moves
the xyz position of a selector across a plane by man-
ually grabbing it.

• 1-d sliders, knobs, buttons...

One of the current challenges consists in diversifying the
ways in which the corpus is queried. One to one map-
ping of UMAP results such as those described in Chapter
5.3 favour simulations for soloists, or duo in a multiplayer
mode, in which the button interface buttons are facing each
other, in order to prompt the players to face each other (see
https://youtu.be/LP1g79BdIpY).

A simulation for more instruments, particularly when play-
ing alone, encourages to use higher level type of control
over automata, most importantly the simple ability to auto-
matically concatenate: play the next sample as soon as the
previous one has stopped.

6. FUTURE WORKS: THE RASPBERRY PI
ORCHESTRA

In the frame of an artist residency at UCA (Université côte
d’azur), the investigation questions how the tools presented
above (those concern with the domain of Music Informa-
tion Retrieval - MIR) may serve the control an immersive
platform made of an orchestra of 64 Pré modules. [37]

At the time of writing this report, most satisfying results
were achieved by sending messages to each RaspberriPi
independently, according to its specific (static) IP address,
with a simple syntax of a 2-integer list corresponding to:
1/which buffer to lookup 2/ which slice in this buffer to
play. Pursuing on elaborations of timbre-space illustra-
tions, the Pré modules, with the different acoustics its mo-
bility allows, will encourage contrasted density of events
according to the acoustics of the space in which the listen-
ing experience is happening.

7. CONCLUSIONS

After a discussion on the valuation of scores as maps, we’ve
proposed a workflow for corpus-based concatenative syn-
thesis CBCS, arguing that machine learning tools for data
visualisation offer revealing and exploitable information
about the timbral quality of the material that is being anal-
ysed. From a composer’s perspective, the disappearance
of the x time axis prompts to envisage composition not in
a narrative sense (understood according reflections on new
media and the notion of data-based art developed by [7]),
but rather, as “time canvasses”, as understood by Morton
Feldman.

The discussed tools for “machine listening” (FluCoMa,
MuBu) help building intelligent instruments with relatively
small amounts of data, the duration of samples appear cru-
cial in CBCS. A balance must be found between 1/ short
duration sample analysis which are easier to process and
categorise and 2/ long samples which sound more natural
in the context instrument-based simulations.
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freeing her movements from sounds created by a separate 
instrument or performer. Cullen’s Vernus Pressure-Sensi-
tive Floors, built in 1972, remain a distinct application of 
interaction design, as the movement of the entire body is 
required to control a single sensor underneath each of her 
four Pressure-Sensitive Floors, as seen in Figure 1. The 
Floors are made of individual platforms that fit together 
and can be used in anu number or combination. Most syn-
thesiser controllers use many small sensors and control 
surfaces to allow for control of many parameters; in con-
trast, Cullen’s floors use a large interactive surface for fine 
control of few sonic parameters. On this instrument, data 
is not directly observed from the body, and the platforms 
do not require specific physical movements such as tap-
ping or a particular gesture of a limb to be activated. Ra-
ther, they respond to changes in pressure, applied via body 
weight, on each of the different floor platforms. The new 
instrument follows the original design principles: the Terp-
sichora Pressure-Sensitive Floors are a set of wooden plat-
forms, sending control voltages, and respond to movement 
using a load cell; each of the floors have one sensor under-
neath them [5].  This more recent version of the Pressure-
Sensitive Floors (hereon referred to as ‘the Floors’), built 
in 2015, works as a MIDI controller by converting the con-
trol voltage signal, interfacing with Max/MSP and Ableton 
Live software. The design and implementation in a DAW 
is combined with the development of a gestural vocabulary 
for performance on the new Floors. This vocabulary is 
used to increase the expressivity of performance, toward 
the Floors operating primarily as an expressive instrument, 
rather than a performance interface [6].  

Figure 1 Left: One of Cullen’s four identical Vernus Pressure-Sensi-
tive Floors, built in 1972. Right: The Terpsichora Pressure-Sensitive 
Floors, built in 2015. 7 platforms forming a tangram shape, each with 
one sensor underneath, responding to movement  

With a new access to expressivity, the Floors have re-
cently entered the space of navigating composition. The 
gestural vocabulary developed for the instrument and the 
instrument’s performance affordances are still in an early 
stage of gestation. For their development, new composi-
tions for the instrument, adapting existing works, and im-
provisation are all necessary components. Much of the 
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ABSTRACT 

The Terpsichora Pressure-Sensitive Floors are a new dig-
ital musical instrument which uses whole-body motion to 
control electronic music. The instrument continues the de-
velopment of early models for pioneering dancer Philippa 
Cullen (1972), expanding its use as an expressive and ver-
satile musical instrument. Two works by Australian com-
poser Cat Hope were adapted for performance with this 
new instrument. Delay Taints (2018), for dancer, cellist 
and subtone, is an animated graphic score that provided an 
opportunity to freely assign sonic choices to the instru-
ment, and read notated body movement to control those 
choices. This adaptation contrasts with that of Majority of 
One (2016), for four sustaining instruments and room 
feedback, where two of the notated parts were interpreted 
on the instrument. Methods to produce continuously con-
trolled sound using limited movements of the body were 
developed to replace the instruments featured in the origi-
nal performances of this work. This work explores the dif-
ference in the embodied connection of gesture to sound be-
tween acoustic and electronic instruments and explores the 
idiosyncrasies in the navigation of time elements in music 
for the Floors. In addition, methods of performing with the 
Floors produces a new form of communicating electronic 
performance to audiences using full body gesture. Inter-
preting these two compositions by Hope using the Terpsi-
chora Pressure-Sensitive Floors contributes new strategies 
for adapting animated scores for electronics using direct 
body movement. 

1. INTRODUCTION

1.1 The Terpsichora Floors and Cullen’s originals 

In the past three decades, the development of gestural con-
trollers and digital musical instruments interfacing with 
digital audio workstations has rapidly expanded to bridge 
the connectivity gap in performance of electronic music 
with computers [1, 2, 3]. Philippa Cullen, a prolific Aus-
tralian choreographer and dance artist working with sound, 
created a range of instruments in the early 1970s through 
collaborations with designers and technologists [4]. Cullen 
aimed to gain a new level of control of sound as a dancer, 
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Sanadzadeh’s performance on the Floors is not notated, 
and pieces which are notated are often done in a shorthand 
style specific to the performer. Thus, adapting existing 
scores for movement and sound was considered simulta-
neously a diagnostic tool about the instrument, a creative 
endeavour and a method for growing the performance and 
design of the instrument. 

2. ADAPTATION OF CAT HOPE SCORES

Two works by Cat Hope were adapted to be performed 
with the Pressure-Sensitive Floors and acoustic instru-
ments. The first, Majority of One, is an animated, scrolling 
timeline-based score with a playhead indicating the point 
of performance. Originally conceived for sine tone oscil-
lators alongside acoustic instruments [7], a 2021 recording 
of the work performed by Hope’s ensemble Decibel [8] 
features four acoustic instruments and feedback. The per-
formance featuring the Floors on two of the four ‘instru-
mental’ parts, featured bass flute and double bass on the 
other two parts [9]. Majority of One notates sonic direc-
tions using different coloured lines that sweep up and 
down between ‘highest and lowest point’ markers. The ac-
companying instructions for the piece explain how the 
lines are read by different instruments, noting that the per-
formances should “Follow your colour for the whole 
piece… the movement mut always be seamless and with-
out interruption. Bend your note by whatever mechanism 
you choose, but it must be without steps [7]. Adapting two 
parts for the Floors required simultaneous interpretation of 
the differing pitch trajectories of each part, presenting a 
unique challenge for performance on the instrument. A 
way of compartmentalising the Floors for the purposes of 
this investigation was examining it as an electronic instru-
ment and separately considering human motion in perfor-
mance and notation. Rather than having a new piece com-
posed for the instrument, which would be designed to work 
with its existing performance style, adapting two pieces 
written for an electronic oscillator (a fundamental element 
of electronic music) and a score for movement, would of-
fer unique findings. In a performance examining these di-
vided parts of using the Floors, the affordances of the in-
strument could be better contextualised. First, in compari-
son with a sine wave oscillator in Majority of One, the ad-
justments required to perform a fundamental element of 
synthesis directly were found; the freedom and sonic pos-
sibilities in interpreting notation for human movement, 
outside of the medium of dance, were examined in adapt-
ing Delay Taints.  

Delay Taints, initially composed for dancer, cello and 
subtone is also an animated, scrolling score with the sub-
tone embedded in the digital score [10]. Both works are 
presented in the Decibel ScorePlayer software on iPad 
[11]. In this performance of Delay Taints, the Floors read 
the ‘dancer’ notation, and a double bass read the cello part. 
The interpretation of the dance part for this instrument 
provided an avenue to explore the shape and limitations of 

the connection between movement and sound when per-
forming on the Floors. 

In the adaptation of the dance part for the Floors, two 
factors were considered: first, the appropriate gestural vo-
cabulary with which to adapt the action directions of the 
score; second, a responsive sound design to enable musical 
synergy to be achieved between the double bass and Floors 
part. The double bass actions can be more directly inter-
preted by the player, yet complex action shapes in the score 
present challenges to interpretation for the Floors part. 

3. INTERPRETAITON OF DELAY TAINTS, AN
ACTION SCORE 

Delay Taints has two intersecting performance parts that 
use slow gestures, subdued dynamics, and small move-
ments. On the score, the height of each line is an indicator 
of pitch for the cellist and height of the dancer’s body in 
relation to the ground. Lines, circles and crosses are di-
rected in the score instructions as “Crosses for a gentle, 
Bartok pizzicato, or hard clap/slap/hit; smooth round dots 
are gentle pizzicato or finger click/softer sound. Dynamics 
are soft unless the line is thicker” [10]. To interpret this 
action score, dancer movements were first interpreted in 
terms of their efficacy to create sound on the Floors. This 
adaptation involved considering the change in pressure ex-
erted on the Floors by changing the positioning and height 
of the player. The sounds that were chosen for the perfor-
mance mapping were intended to stay outside of the dou-
ble bass’ timbres, but allow for moments of unity where 
the two lines intersect on the score (see Figure 2).  The 
score provides instruction for movement, and the Floors 
sonify that movement in unique ways. 

Figure 2.  A screenshot of the Delay Taints score in the Decibel Score-
Player, showing intersection of the instrument in blue (double bass) 
with the dancer (the Floors) in red lines. 

3.1 Adaptation of Dancer Part to Floors 

As the Floors respond to movement, a dancer’s body is the 
closest analogy to a performing body for the player of the 
Floors. However, whilst for dancers, the torso, arms, and 
the head can move expressively and independently from 
each other, for the player of the Floors, their movement 
affects the subtle shift of the entire body’s weight, thus 
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impacting the sound as it responds to changes in pressure. 
Whilst independent movements of the arms and neck are 
inconsequential to the sound, movements of the torso 
strongly affect the sonic outcome; much of pressure distri-
bution of the body is determined by the relative positioning 
of the hips and shoulders. The placement of feet on each 
platform, the relative weight on each foot, and the shifting 
of this weight across the instrument are the focal points of 
performance [12]. This anchoring of the body in the feet 
means the movements of the Floors player are more re-
stricted than that of the dancer. Figure 3 shows stills from 
the movement of dancer Laura Boynes performing in the 
premiere performance of Delay Taints and that of the 
Floors performer in the 2022 adaptation. 

Figure 3. Comparison in movement adaptation and similarities be-
tween movement in Floors adaptation (left) and Dancer in the original 
adaptation (right) 

Expressivity and the role of the performer are distinct be-
tween the dancer and the Floors performer. Watching a 
performance of electronic music with the Floors is more 
dance-like, as the entire body of the performer is the main 
mode of communication between audience and player 
[13]. This mode creates a point of connection between the 
electronically-generated sound and the gesture, thus bring-
ing a new type of liveness to the performance [14, 15]. 
However, unlike a dancer, the individual shape of move-
ment is not a priority for the Floors player. The sonic result 
is the focus of the performer, even when performing an ac-
tion score. In performance with the Floors, the gesture is 
in service of creating sound, and the action score is inter-
preted as one intended to create musical meaning. This dif-
ference in priority changes how the score is interpreted. 

Increasing height for the performer of the Floors does not 
always aid an accurate realisation of a score, as it can limit 
the control of individual placements of weight accessible 
for the performer. In this way, the original score’s direc-
tion of height for the dancer needed to be adapted [10]. 
This height was translated to changing the amount of pres-
sure on each platform. Much of the control of the Floors in 
performance is done with small gestures and minute shift-
ing of the weight of the body. The larger gestures in the 
score for Delay Taints were thus interpreted as larger mu-
sical gestures, rather than larger body gestures. In the per-
formance, the author tried to access new sounds by using 
larger musical gestures which often involved complex 
small movements across the Floors. Figure 4 shows the 

performer on multiple Floors for complex gesture and on 
toes with smaller contact for interpreting height.  

Figure 4. Compilation of gestures from Floors performer to interpret 
complex subtle movements in the score. Movement on the floors is com-
bined with changes of sound on the computer 

3.2 Interpretation of Intersecting lines 

Delay Taints features varying number of lines for perfor-
mance that appear, disappear and intersect. They also 
‘fade’ in and out (see Figure 2). These movements are in-
terpreted by the dancer in the original performance as in-
dividual and independent layers of action. For perfor-
mance on the Floors, this interpretation needed adjust-
ments as individual movements of the limbs of the per-
former are inconsequential to the sound. Two actions were 
taken for this interpretation 

1. Taking the number of lines to direct the number of
simultaneous layers of sound
2. Interpretation of individual occurrences of unique
shape combinations as one sonic gesture or sonic motif,
which recurs.

In performances with the Floors, two types of sounds are 
used: those triggered by the Floors, and looping sounds 
that are shaped by the movement. Triggered sounds, used 
for staccato crosses, are used with each floor. Thus, layers 
of individual staccato sounds are performed separately. 
The small number of used Floors in this interpretation 
(three out of an available seven) means that beyond 3 lay-
ers of staccato sound, the interpretation must fall on adding 
simultaneous layers. Many layers of sound can be added 
which can be triggered using the same action. However, as 
they are triggered simultaneously, using the same small 
number of sensors, they cannot then be independently con-
trolled. 

Within the design of the Floors, each looping sound is 
enabled using the keyboard and its parameters controlled 
using all the available platforms. Whilst performance with 
more Floors could enable separating layers of sound, the 
limitation of the human body, in restricted distribution of 
weight across limbs and being able to have limbs available 
per floor, remains at 4-5 Floors (using the feet, hands and 
knee of the performer).  
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3.3 Sound Design and Mapping of Movement 

In the original form of Delay Taints, the dancer’s expres-
sion is a silent one, thus the action score is translated to a 
visual and kinetic medium. Adapting it to a sonic interpre-
tation meant that the shape of the dancer’s gestures would 
need to be translated into timbres and placement of the 
sounds in time. The score part for the double bass was 
taken as an interpretive guide for this adaptation. Samples 
of ‘bubble-like’ sounds, created using the granular synthe-
siser in SuperCollider [16], as well as small crackle and 
bell sounds, were used to interpret in the short circle and 
dot notations, with longer oscillators and looping bell sam-
ples as those used for the sustaining line notations. The 
lines in the score were interpreted using individual chan-
nels of looping sounds to follow the movement of the lines 
in the Decibel ScorePlayer software [11]. Individually trig-
gered sounds correspond to specific floors, but looped 
sounds are triggered across the entire instrument, with 
each the parameter of a looped sound (duration, harmon-
ics, effects, ADSR envelope, etc.) controlled by an indi-
vidual floor.  Whilst performing a gesture, multiple param-
eters of all enabled looping sounds are changing, whilst 
triggered sounds are added with the same gestures. Thus, 
the performance of all simultaneous lines is inextricably 
linked and cannot be actioned individually.  

The larger, linear vertical notation in the score were chal-
lenging to interpret sonically, since time is represented 
horizontally and as a whole gesture, meaning a vertical (or 
steep) line would be ‘instantaneous’. To do this, a combi-
nation of activating multiple loops briefly and combining 
them with short triggered sounds was used. In performance 
of Delay Taints, triggering and reshaping of these lines 
limited the Floors performer’s ability to move freely. 

3.4 Comparing The Floors with Acoustic Instruments 

Three distinct differences between The Floors and acoustic 
instruments shaped the interpretation of the score: the 
Floors lack of immediacy or instantaneous sound, the com-
plex nature of the Floors mapping and the way they ob-
scure cause and effect, as well as the layering of sounds 
[5].  

First, the Floors have a smaller range of available ‘im-
mediacy’ in performance. This is due to the mapping de-
sign chosen for the Floors, which dictates a complex diver-
gent mapping of musical parameters, tied to their nature as 
continuous controllers, which send data as a stream, de-
tecting change, rather than MIDI triggers, which would re-
spond to individual actions on them. 

Secondly, the Floors’ mapping is complex due to multi-
ple parameters being controlled with a small number of 
sensors. Thus, whilst the body movement appears to com-
municate the score to the audience in these works, the con-
nection between action and sound remains hidden. By con-
trast, the physical movement of the performers body with 
the acoustic instruments can be observed readily by the au-
dience, by watching the player’s fingers landing directly 
on different notes, or moving across a string instrument’s 
fingerboard. 

Finally, the Floors can layer many sounds simultane-
ously. Unlike acoustic instruments, the dynamic and tim-
bral range immediately available at any point is broad on 
the Floors, enabling a wider interpretation of action scores. 
In combination with the lack of immediacy, this facet ena-
bles a wider sonic range in duo performances with the 
Floors player but simultaneously obscures the method of 
sonification [14]. 

4. ACTIONING SONIC DIRECTIONS IN MAJOR-
ITY OF ONE 

Unlike Delay Taints, the adaptation of Majority of One 
was sonically clear. Two notated parts on the score were 
performed on the Floors. Each part is an expression of 
pitch at a relatively low and unchanging amplitude 
throughout, and with rests interpreted as amplitude of 0. 
The pitches of each oscillator were placed on two of the 
Floors. This meant that to raise the pitch of one oscillator, 
more pressure needed to be applied to the corresponding 
floor. Increasing the pressure applied to a floor is done by 
either moving to a more flexible part of the platform or by 
increasing the amount of weight the performer puts on the 
floor [5]. The performer has a finite amount of weight; in 
performance, adding weight to one floor involves remov-
ing weight from another. Since the parts are independent, 
at points in the score one oscillator is changing in pitch 
whilst the other remains still. To accommodate for per-
forming these independent lines, a new element was de-
vised in the gestural vocabulary for the Floors. If an oscil-
lator’s pitch is changing whilst the other oscillator was re-
maining steady, a counter level of ‘pushing down’ on the 
steady floor was used whilst transferring weight to the 
floor corresponding to the changing oscillator (see Figure 
5).  

Figure 5 A screenshot (detail) of the score for Majority of One. The 
Floors performed the blue and red parts. Photograph shows the Floors 
performer in the corresponding moment pushing on left foot to compen-
sate for weight distribution changing on right foot, which corresponds to 
red part. Movement of y-axis on trackpad facilitates silence in blue part. 
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Whilst Delay Taints allows for free movement of the per-
former, the sine-wave parts in Majority of One are precise 
in pitch, thus invite minute movements.  

The amplitude of each sine wave part was controlled by 
the x and y position of the trackpad. This mapping strategy 
allowed for independently controlling the amplitude of 
each sine wave part. Executing the two parts thus became 
inextricably linked as four gestures of up/down for con-
trolling the first sine wave part, left/right for controlling 
the second, and diagonally across in both directions facili-
tated amplitude changes to be executed. This mapping in-
tegrated with the movement of the timeline on the score in 
the slower sections of the piece. Yet in the latter parts, 
where oscillator entries and exits are rapid, this gesture did 
not facilitate the sharper entries and exits. This amplitude 
mapping inevitably gave a slower attack to each oscillator, 
which shaped the performance of these two parts.  

5. OVERARCHING CONSIDERATIONS

Performing Delay Taints and Majority of One using The 
Floors revealed contrasts in the relationship between score, 
gesture, sound, and timbral range, as they present between 
the Floors and acoustic instruments.  

In performance with the Floors, the relationship between 
action, sound and time, is different from acoustic instru-
ments and from standard electronic instruments. Whilst the 
action can be quick, the Floors send a continuous signal, 
which broken up to create a trigger, means that an in-
creased anticipation is required by the performer to ‘ramp 
up’ to the particular trigger, akin to sounding a large drum 
or bell. Simultaneously, the action of performance uses the 
shifting of weight, rather than a moment of contact with 
force, so unlike a mallet or clapper, the sounding action is 
akin to a heavy bow. This anticipation is distinct from la-
tency since the instrument is sending out a continuous sig-
nal that is changed by the performer rather than individual 
triggers that are each enacted by the action of the per-
former. As the sounds are electronically generated instead 
of being activations of a resonant body, increased speed or 
force does not immediately translate to increased ampli-
tude. These factors mean that the action and force from the 
Floors performer do not visibly reflect the sonic outcome. 
In addition, to change sounds, the use of the keyboard is 
required, which further creates a gap in the gesture; it also 
makes it harder for the audience to understand the relation-
ship between action and sound. 

Although the double bass has a longer anticipation time 
and attack for bowed sounds than other string acoustic in-
struments, it still retains a direct relationship between ac-
tion of the player, sounding of the note, and resonance 
through the body. This inherent acoustical nature makes it 
a more immediate sounding body than that of the Floors, 
where parameters are shifted by moving weight. Mappings 
are complex and gradual to unfold, and there is no resonant 
body to sonify an action immediately.  These differences 
meant that the faster reaction of the double bass part in De-
lay Taints did not immediately lock in with the sound of 
the Floors.  

The nature of triggering sounds by shifting weight means 
that precise rhythms of movement and fast triggering of 
individual short sounds presents a challenge, as it requires 
a rapid movement of the entire body that is unlike the rapid 
movement of an arm and bow for the double bass; the bass 
player can instantaneously replicate individual small 
sounds (dots and cross notations), whilst the Floors per-
former must create a gesture that encapsulates a group of 
small triggered sounds together, as a cluster. Whilst the 
scores are linked, the action interpretation for the Floors 
player is temporally disjointed from the bass player where 
precise triggered moments are required [10]. 

The timbral range available to the Floors is far broader 
than acoustical instruments, as any sample can be pro-
grammed into the instrument. Enabling and disabling 
ranges of sound within Delay Taints thus considered two 
factors: time and cohesion. The enabling of individual 
types of sound for the Floors is done via a computer key-
board, affecting the movement by the Floors performer at 
the moment of enabling. To create the right sound when 
desired, timbral changes need to be enabled prior to action 
on the floor. This pre-selection is similar to the change in 
organ stops pulled for a timbral shift. Whilst this pre-se-
lection is helpful to performance, its utility in rapid mo-
ments of shifting within the score or in response to impro-
vised elements within a scrolling score prove challenging, 
and its preparation within a scrolling score is more difficult 
to program.   

Similarly, in pitch, exactitudes are harder to achieve with 
the Floors. The range of the pitch change available needs 
to be calibrated to the needs of the performance and a very 
controlled lack of movement is required to avoid the pitch 
from changing. This consideration affects how the Floors 
interlink with the acoustic instruments in Majority of One. 
In the final section of this piece, where the oscillator 
pitches remain steady for some minutes, the corresponding 
floor values were ‘frozen’ to facilitate the requisite steadi-
ness and allow the performer to breathe without affecting 
the pitch. 

In the adaptation of Majority of One, the inclusion of two 
musical parts for the one Floors performer resulted in one 
complex interlinked part. One Floor platform was used for 
each notated part, connected to its own oscillator. The per-
former was linked to one or both parts simultaneously; nat-
ural required movements of the body had to be limited as 
they would affect the pitch of one of the two oscillators. In 
future adaptations of these two parts for one Floors per-
former, a new way to control amplitudes with two control-
lers can assist with the separation of the parts and freeing 
the body of the performer by creating a third contact point 
can help achieve more accuracy with the sine wave parts. 
For further accuracy of performance, amplitude mapping 
would need to be reconsidered in terms of facilitating 
faster changes with a new gesture for volume control and 
a way to centre the body of the performer. 

The Floors provided the basis for the development of a 
unique technique for the gestural performance of these 
scores. Given the nature of the instrument and its response 
to weight and pressure, this technique is tied to the unique 
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body of the performer. Spatz considers technique as that 
which is “not tied to specific bodies and local contexts” 
[17]. The findings of this research, whist facilitating a spe-
cific performer’s action, have found techniques that are not 
unique to the performer, but translate broadly as adaptation 
strategies for other electronic gestural instruments. The 
type of movements considered by the performer and the 
embodied understanding of weight and motion provide a 
template for the use of other gestural controllers as well as 
an embodied understanding of electronic sound control. 
The effect of this has been observed in the use of other 
gestural controllers by the author and the adaptations of 
her movement technique in other players’ gestural vocab-
ulary of movement. The movement techniques in relation 
to the Floors themselves is useful for building a language 
of performance on the instrument, allowing for adaptation 
of other pieces for it and for its use by other performers. 
Here, the transferrable skills of new techniques in training 
other players appear as existent issues in performance with 
electronic gestural controllers [18]. An instrumental facil-
ity is developed on a bespoke controller, often for its tech-
niques to remain locked to the single user-developer-per-
former figure. Through adaptation of existing action 
scores, and discussion of the developed movement lan-
guage, it is the aim of this research to illuminate embodied 
issues in electronic performance that can aid performers of 
other gestural instruments and bring additional connection 
between players of different bespoke controllers.  

6. CONCLUSIONS

The adaptation of Delay Taints and Majority of One for 
performance with the Floors provided a new pathways and 
considerations for the interpretation of digitally animated, 
action scores. Through interpreting the two pieces, new 
minute body movements were found to enable a change in 
one floor with minimised effect on the other, and new 
forms of interpretation were developed for action scores. 
In this process, sound design choices, mapping of move-
ment parameters, and gestural control were examined to 
create a cohesion between the individual musical parts, to 
enable a coherent final work. The scrolling timeline nature 
of the two works allowed for a stronger connection be-
tween immediate gesture and sound elements using the 
Floors, yet there remains room for interpretation and abil-
ity to perform longer phrases with more expressivity. 
    In addition, the Floors provided a more expressive ges-
tural performance of the sustaining instrument part. Issues 
of accuracy in timing and achieving expressive cohesion 
between the parts were observed along with differences 
between instruments in the connection between sound and 
gesture. The movement of the Floors player is visible un-
less subtle gradations of sound are achieved by minute 
shifting of weight. Using the Floors requires an indirect 
control of sonic parameters which further changes the re-
lationship between action and sound. On this instrument, 
subtleties of electronic sound control in these pieces have 
become accessible in new ways whilst enriching the 

performance strategies of this instrument and informing its 
design in response to animated scores. 
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ABSTRACT 

This paper presents an overview of DigiScore research 
ac-tivities in the first 18 months of the project. Digiscore 
is an ERC-funded project studying the technological 
transfor-mation of the music score through technology. 
The paper is split into three sections each dealing with 
a major re-search theme. The first section presents design 
considera-tions for digital scores that have emerged out 
of the case studies, including findings from TENOR 
2022, Marseilles, and other projects that incorporated 
technologies such as Unity gaming engines, machine 
learning, robotics and EEG readers. The second section 
focuses on two case stud-ies looking at the impact of 
this research upon inclusive and accessible music-
making through digital scores. Spe-cifically, Digital 
Syzygies – a digital score as a shared cre-ative platform 
for d/Deaf and autistic musicians, and Jess+ 
- an AI/Robot Digital Score that operates as a creative in-
terface between an ensemble of musicians of mixed abili-
ties. The final section reports on insights from a digital mu-
sicianship investigation that seeks new knowledge in the
skills, perceptions, contexts, cultures, awareness and
knowledges of digital musicians engaging with digital
scores.

1. INTRODUCTION

The Digital Score: Technological Transformations of the 
Music Score (DigiScore) is a European Research Council 
funded research project operational between 2021-2026. 
The core aims of this frontier-research project are to: (1) 
determine scientific knowledge of how digital scores stim-
ulate new creative opportunities and experiences within a 
range of music practices, (2) develop a theoretical frame-
work for digital scores as an important transdisciplinary 
area of research, (3) build a scientific study of inclusive 
digital musicianship through the transformative potential 
of the digital score.  

A digital score is defined by the project as a commu-
nications interface of musical ideas between musicians uti-
lizing the creative potential of digital technology. The 
meaning of this in practice is being investigated through a 

series of practice-based case studies that place the experts 
at the centre of their practice. The purpose of this is to offer 
the musicians experiences with which to report back to the 
researchers of DigiScore by contributing to a comprehen-
sive dataset, who in-turn synthesize the results into a de-
veloping theory.  

A central theoretical construct in studying digital 
score music-making is that of Christopher Small’s notion 
of Musicking [1]. In this book, he states that ‘to music is to 
take part’, and that taking part can happen ‘in any capacity, 
in a musical performance, whether by performing, by lis-
tening, by rehearsing or practicing, by providing material 
for performance (what we call composing)’. Critically, 
Small stresses that ‘the act of musicking establishes in the 
place where it is happening a set of relationships, and it is 
in those relationships that the meaning of the act lies’. Si-
mon Emmerson clarified Small’s principle of ‘meaning’ to 
infer the ‘what you mean to me’ [2], (this subtle shift cir-
cumvents the significant issues of value and who is doing 
the evaluation of meaning). Therefore, meaning (or the 
what-you-mean-to-me) is to be found in the relationships 
formed between the new creative acts of musicking and the 
technologies and media of the communications interface: 
the digital score. 

This paper presents an overview of DigiScore re-
search insights in the first 18 months of the project. 

2. DESIGN CONSIDERATIONS

Over the past 18 months the DigiScore team has analysed 
and evaluated a total of 16 case studies. A case study is 
defined as an ecology of relationships between all agents 
involved (personnel, machines, media, music etc) there-
fore: 

• the creation of a digital score = 1 case study (“com-
poser’s “perspective)

• the performance of a digital score = 1 case study
(“performer’s” perspective)

• a repeat performance of a digital score with new
musicians e.g. at another centre = 1 case study (per-
former’s perspective)

The purpose of a case study is to 

1. innovate DS creativity through the 7 project themes
of artificial intelligence, machine learning, internet
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networking, robotics, virtual and augmented real-
ity, gaming and physical computing 

2. Analyse in-vivo experience/ practitioner-
knowledge using the theoretical framework (i.e. the
ecology of relationships inside musicking)

3. Evaluate and enhance the theoretical framework of
Digital Score

4. Build a wider understanding of the scope of digital
musicianship through the creative practice associ-
ated with Digital Scores

The types of digital scores that we have studied so far 
have ranged from fixed media, animated scrolling scores 
that use a combination of standard/ Western European Art 
Music (WEAM) notation and graphic symbols. (Type 2 in 
the DigiScore typology [3], to Unity engine platforms sup-
porting interactive scores that reconceptualise notation and 
musical direction through Non Player Characters, glyphs 
and graphic material (type 8), to AI and robotic based 
scores that co-create in real-time guided by belief systems 
[4] and embedded musical/ compositional behaviours
(type 10).

From the analysis process introduced as the methodol-
ogy of the DigiScore project at SYSMUS’22 [5], we are 
able to start to see patterns common across this range and 
present here some of the more critical insights as a set of 
design considerations [6]: 

• Digital Scores are fun and engaging as evidenced
by interaction with music students on our recent re-
search tour (please see section 4.1)

• They allow for a level of complexity where the tem-
poral stress of accuracy is handed over the to the
digital media, enabling the musicians to focus on
the music-making

• Animated scores engaged the audience in a media
space leading to expectation and macro involve-
ment [7]

• The digital score offers existing composition and
performance students the opportunity to move
away from the ‘culture’ of contemporary composi-
tion

• Digital media supports inclusivity and accessible
music-making enabling musicians from outside the
WEAM culture to engage creativity with score and
communicating musical ideas using a language that
supports what they wish to say (rather than forcing
what can be said upon them).

• Musicians (old and young) are excited about digital
scores and are willing to engage openly and crea-
tivity with them (some caveats below)

• Unity engines and python platforms acutely support
the reconceptualization of a music score and the

communicative parameters / language of notation 
(e.g. dynamics, tempo, feel, world-space) 

• They encourage new forms of collaboration be-
tween, say, coders and visual artists with musicians,
and blur the boundaries of definitions of “com-
poser”, “performer”, “audience”.

But … 

• A lot of digital scores do not seem to consider the
needs of the musicians that are rehearsing and then
realising them, for example is it possible to rehearse
a small section of a fixed-media animated score?
What happens when the ensemble wishes to work-
shop the middle minute? How do they identify
“sections” when they are reflecting, discussing and
trying to improve upon your score?

• The audience is within the world of the music, but,
generally does not wish to see the score – perhaps
there needs to be a second visual output that is made
specifically for them?

• New media and technology can be unstable, with
crashing and missing adapters factored into the re-
hearsal process. Do you have a plan B?

• Some of the notation and conceptualisations of a
digital score require a lot of explanation, and some
degree of involvement with the musicians prior to
engagement should be factored in.

3. INCLUSIVE AND ACCESSIBLE MUSICKING

We are currently involved in two case studies that deal di-
rectly with inclusive and accessible musicking through the 
digital score. Or more accurately, how the digital score 
concept and technologies can support inclusive and acces-
sible musicking.  

Figure 1. Andrew Hugill performing the digital score Dy-
gital Syzygies 

3.1 Digital Syzygies (2022) 

The first is Digital Syzygies. Here we developed a Digital 
Score platform for shared creativity with d/Deaf and autis-
tic musicians, that unites creativity and collective 
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involvement in the development of a musical idea. This 
Digital Score used EEG headsets to transmit musicians’ 
brainwaves into a set of neural-controlled musical compo-
sitions and performances (see Fig 1.).1  

The Digital Score project worked in collaboration with 
Prof Andrew Hugill (University of Leicester) to build a 
practice-based case study (Digital Syzygies) that addressed 
the central concerns introduced above. DigiScore’s princi-
pal investigator Prof Craig Vear’s involvement was 2-fold: 
1) providing the theoretical and conceptual guidance of-
fered to Hugill, which supported his creativity and framing
the conceptual development of Digital Syzygies. 2), Vear
designed, developed and deployed a technical solution that
facilitates the translation of brainwaves into music and
supported shared creativity for the Digital Syzygies team,
while embedding the definitions and concepts
of DigiScore.

Digital Syzygies used the Emotiv Insight EEG Headset 
Brain Interface to connect four musicians who were re-
motely located (in Sweden, Sri Lanka/London, Brighton 
and Leicester). This technology was defined by Vear and 
Hugill as a novel solution with which to bind the quartet 
who are either autistic or are d/Deaf (Hugill is both), and 
as an inclusive mechanism with which to support a shared 
creative pursuit. 

This project resulted in some transformational revela-
tions which emerged on several levels: technical, musical 
and personal. 

Vear’s Brainwave-to-Music app supported and framed a 
digital score that built connections or “syzygies” between 
people with neurodivergent brains and hearing differences. 
This app was embedded with the core principles of 
his DigiScore project ensuring that it supported the Digital 
Syzygies team’s development of the project. It was also de-
signed to be a creative sandbox with which co-located mu-
sicians could share ideas. 

This app supported Hugill to design a case study using 
the digital score format that enabled musicians to connect 
and see similarities in the way their neurodivergent brains 
react and interact with sounds. It also enabled those who 
are d/Deaf to relate to each other’s sounds and hearing pe-
culiarities. Overall, musicking with the help of this digital 
score opened many new ways to making and listening to 
music for the musicians of Digital Syzygies. On a technical 
level, it united d/Deaf or neurodivergent musicians in a 
creative space and way of working by allowing them to 
generate, develop and share musical ideas packaged in a 
novel digital and technical solution (the core definition of 
a digital score [1]). 

For Hugill, the digital score made him unlearn every-
thing he has previously learned in making music as an au-
tistic musician with hearing limitations. Such things as lis-
tening to one’s instrument, listening precisely and accu-
rately to what you’re doing, and being aware of others 
around you are not needed from him when he makes music 
using this digital score. Using the digital score also 

1 Full details can be found here http://www.digitalsyzy-
gies.org.uk/ 

allowed him to not have to listen to sounds for long periods 
to make and perform music since he usually experiences 
pain in doing so. The digital score accessed via the brain-
wave reader does all the performing when it receives the 
sounds, Hugill can also just wear earplugs and let the brain 
do all the work: “I’m seeing this self-actualising brain that 
is making interesting music regardless of me, so it’s kind 
of the opposite of conventional music making” (Hugill 
2022). This is inevitably a new musical skill for him which 
he hopes to use more in his music-making from now on.  

3.2 Jess+ (2023) 

Jess+ is an intelligent digital score system for shared cre-
ativity with a mixed ensemble of able-bodied and disabled 
musicians. The digital score uses AI and a robotic arm to 
enhance the real-time dynamic engagement of the disabled 
musician with the able-bodied musicians allowing her to 
thrive in a realtime communication beyond what has so far 
been possible (see fig 2.). This has flattened any hierarchy 
through movement and enhanced the sense of togetherness 
and inclusivity in musicking.  

This digital score project is working in collaboration 
with Sinfonia Viva, Orchestras Live and Digit Music. It is 
involving three talented and highly experienced musicians: 
the disabled musician has reduced mobility and uses a 
powered wheelchair, her normal music engagement tech-
nology is CMPSR a modified chair joystick developed by 
Digit Music, and she usually engages with music by mak-
ing individual pitch or chords in Ableton using the 
CMPSR to navigate around a Live environment. The other 
two musicians identify themselves as being able-bodied 
professional orchestral musicians who also specialise in 
SEN workshops.  

Figure 2. Image of proof-of-concept version of Jess+, il-
lustrating the notational language inspired by Cardew’s 
work Treatise. 

AI and robotic technologies are used to extend the crea-
tivity of disabled musicians. In a realtime music feedback 
loop, a disabled musician (A) is “plugged into” a creative 
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AI robot arm that draws graphic music notation which is 
performed live by other musicians (B). The creative AI and 
the disabled musician work as an extended system, with 
each feeding the other: the AI reads the real-time brain-
waves and arousal data of the human (A), and (A) feels the 
embodied behaviour of the robot arm. The feedback loop 
is closed as the live musicians (B) make sound, which in 
turn is heard by both the AI and humans (A+B). In this 
system, the AI and the robot arm is not an assistive tool, 
but rather co-creative other. 

The point with this digital score is that the inked notation 
is only part of the score: how the arm moves, when it 
moves, its velocity and acceleration; how each of the 
marks relate to the ongoing flow, and legacy of thinking 
inspired by its previous marks on this paper; how the pres-
ence of the AI is continuously reading the human musi-
cians are all elements that communicate the idea and nature 
of the digital score as a whole. The robot arm in this sense 
should not be considered an assistive tool, but a co-creative 
agent, as the musicians and the AI work together in a syn-
ergetic relationship to create the music.  

About the AI/ robot: one musician found the AI “surpris-
ingly communicative”. Another said that she “FELT inter-
active from the immediate observation that the robot’s re-
sponses weren’t purely imitating us.” [original emphasis]. 
She went on to say that “It seemed to ‘listen’ and reflect 
(for example: use a shape or stroke again later when we 
hadn’t repeated the music that invoked this) so this ex-
tended the ‘conversation’ between us. As a result, the cre-
ativity of the robot started to match that of the musician.” 

Another musician felt that she was “in control but very 
collaborative”, and yet at times she wished for it to be 
“more demonstrative and make larger gestures to initiate a 
response”. On this topic, and with relation to it ‘joining in’ 
with the ensemble, one of the musicians wrote that “Once 
I got my head around not imitating what the robot was do-
ing, I found it was rewarding and engaging to play with. 
The fact that it “listened” and then responded (or not!) 
made it easier to accept as a member of a chamber group.” 

Upon reflection of their collective experiences, the disa-
bled musician described how after a few days she is still 
“feeling really relaxed” because of the experience, and that 
it had “opened my eyes to what can be possible in ways, I 
hadn't even thought about it's like I'd met a new friend in a 
way.” The other musicians echoed this and wrote that it 
was “all very exciting”, and “mind-bogglingly inspiring 
and interesting”. Collectively they were looking forward 
to making music again in the following sessions, but cru-
cially it is “the process that means so much and the result-
ing drawing an evocative memory of what happened, 
which is also evidence of the interaction.”  

4. DIGITAL MUSICIANSHIP FINDINGS FROM
THE DIGISCORE ROADSHOW 

A large task of the DigiScore research project is the anal-
ysis of case studies, and an equally large task is the “Road-
show”. The primary aim of this task is to evaluate higher 
education music students’ wants and needs from digital 

musicianship education across the globe through engage-
ment with digital scores. Throughout 2021-22 we visited 
various institutions across Europe, and at the start of 2023, 
we embarked upon our first Partner roadshow of North-
East America/ Canada, in association with our Canadian 
partner Concordia University, Montreal. Further road-
shows are being planned with our other project partners for 
West-Coast USA (with UCSB), Australasia (with 
Monash), and China/ Far East (with Central Conservatory 
of Music, Beijing), as well as continuing our visits to Eu-
rope, and potentially India and Central and South America. 

Throughout the 4 weeks, we visited public and private 
universities with music departments that ranged from large 
internationally renowned centres for innovating electronic 
music (such as Columbia and Carnegie-Mellon), or music 
performance and composition (such as Illinois at Urbana-
Champaign, Northeastern and New England Conserva-
tory), to small departments with a focus on pop music pro-
duction and music business (such as New Haven). We 
spoke with undergraduate, and postgraduate students and 
PhD researchers, post-docs and faculty. 

Our study of digital musicianship was understood from 
the perspective of 'a person’s ability to perceive, under-
stand and create sonic experiences’, through the broad 
range of musicking activities revolving around digital 
score creativity. We established the following areas as 
points of interest: 

• Skills: what are the skills needed to articulate and
interpret features and affects of digital score mu-
sicking?

• Contexts, Cultures & Literacy: what contextual,
cultural literatures and insights are required to in-
spire creative thought and support musicking ideas

• Musical Identity and Creative Practice: what are
the new modes and possibilities of creative prac-
tice?

• Perception and awareness of (digital) music:
how do musicians actively analyse digital score
music, and what interpretations are they generating
when making music?

We conducted two types of polls, the first was embedded 
Mentimeter slides that allowed the students to engage and 
contribute to the discussion through the 90-minute lecture. 
These questions were associated with the above points of 
interest at appropriate points in the DigiScore lecture. This 
served three key purposes: 1) to gather immediate data 
from the students, 2) to have a higher yield of lower depth 
data, and to start their process of deeper thinking about the 
nature of their digital musicianship which we hoped would 
be developed in the second poll as an online questionnaire. 
Having started the roadshow series with only the online 
questionnaire we realised that yield was very poor, so the 
Mentimeter interactive polls, provided us with a safety net. 

Overall, 60+ students engaged with the in-lecture Men-
timeter polls, from which 50 completed the online form. 
At the time of writing the analysis of results has yet to be 
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completed, there are some provisional critical insights that 
are worth highlighting here: 

4.1 Mentimeter Insights 
The first poll asked the question “How would you define 
yourself as a musician? (multiple answers possible)” (see 
fig 3.). This aligned with the 3rd point of interest “Musical 
Identity and Creative Practice” and was chosen to be the 
first to draw their sense-of self directly into the discussion. 
The list of possible types is listed in figure 3, and this dis-
tribution was almost identically replicated across each uni-
versity department. Of interest was how many students 
identified themselves as BOTH composer and performer, 
adding nuance to that identity with the remaining types 
(e.g. hacker). When we discussed this distribution and 
choice, it was revealed that any division between “compo-
sition” and “performance” pathways within a department 
was generally a negative divisive split. Whilst there were 
some monotypes who only chose “composition” or “per-
formance”, this was generally isolated to PhD researchers, 
who would naturally be focused on their field of study. 

Figure 3: 1st slide from the DigiScore roadshow question-
ing strategy. 

The second poll followed a series of slides that outlined 
the continuum of types of digital scores, from type 1 “The 
Digitised Score”, to type 4 “The Animated Score”, to type 
6 “The Creative System”, to type 10 “The Living Score”. 
This question asks them “What skills do you have that 
could help you with digital score creativity?”, and was im-
mediately followed by a slide that asked, “What digital 
music skills would you like to have?”. A major theme in 
this poll was the repeated focus on AI, data and coding 
skills. When questioned whether this was because the final 
digital score example focused on AI and robotics had 
skewed their answers, the majority of students responded 
that it was more to do with critical skills they are being told 
are crucial for the workplace in general. Our observation 
here is that music is a great laboratory with which to learn 
about AI, data and coding in composition, performance 
and musicological studies. If implemented in the curricu-
lum could be a very popular programme.2  

The third poll focused on surveying the underlying cul-
tures and contexts that inspire these musicians to make 

2 As is evident in the University of Illinois’s Computer 
Science and Music degree

music. This was a broad litmus test asking them to choose 
one or more of the following:  

• Types of music/ musicians
• Books/ theories
• Art forms (art, theatre, dance etc)
• Media (film, gaming, video etc)
• Nature and the environment (this one was added

half way through the roadshow and was inspired by
Seth Cluett at Columbia)

Overall, music/ musicians were the dominant choice, but 
not by much. Generally, only peeking over the top of oth-
ers by 1 or 2 counts. With the others generally coming out 
equal. One conclusion is that, as the world gets smaller due 
to the internet and knowledge becomes readily available 
due to the internet, and other musics and cultures are 
within grasp, because of the internet, we have a pluralistic 
society that is taking inspiration from many more sources 
than merely music studies.  

The final poll was the weakest in terms of the core ques-
tion that it asked, but the responses were always surprising, 
so it wasn’t replaced. The question asked, “What do you 
value most in your music-making” was designed to ad-
dress the fourth point of perception and awareness. The ex-
pected responses were to do with core skills of music en-
gagement, but the reality was that they focused almost ex-
clusively on themes of “musical soul”, “human connec-
tion”. “emotion”, “experience”, “multi-disciplinarity”, 
“my creative voice” or “honesty”.  

4.1 Online Questionnaire insights 

There were two online survey questionnaires made for the 
roadshow tour, one addressing the students who would at-
tend the DigiScore lecture and another to collect responses 
from the students participating in the workshop with digi-
tal scores. Since we presented lectures to more students 
than to workshop participants, we received more responses 
from the Digital Musicianship Questionnaire. 

The Digital Musicianship Questionnaire followed a sim-
ilar logic of questioning strategy as the one targeted 
through the Mentimeter polls. While the questions were 
similar, they allowed for a more in-depth description of 
each participant’s digital/musical skills, the context in 
which they are creating, their digital music identity/crea-
tivity as well as knowledge and awareness of their music 
practice. Besides more traditional music skills, it was no-
ticed that the majority of students already have some digi-
tal music skills such as DAW, mixing/producing, MIDI 
and Max/MSP/Pure Data skills. A lesser number of stu-
dents expressed proficiency in coding, however, some ex-
pressed a desire for acquiring those skills. This aligns well 
with some of the Mentimeter poll answers where students 
generally expressed a desire for more coding, AI and 

https://cs.illinois.edu/academics/undergraduate/degree-
program-options/cs-x-degree-programs 
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machine learning skills in higher education. Another, cor-
respondence to the Mentimeter poll that was answered in 
more depth in the surveys was to do with students’ digital 
music identity/creativity. A lot of the students see them-
selves not just as instrumentalists/composers but as music 
producers and creative technologists. Thus, the use of dig-
ital technology greatly augments and changes how these 
musicians see themselves. Based on our classroom discus-
sions and survey responses, it seems like most of the stu-
dents are aware of how the tools of digital technology 
shape their musicianship, citing “a learning tool for shap-
ing own’s musicianship” and allowing for “flexibility in 
one’s music-making”. Similar to the Mentimeter poll but 
in more depth, when evaluating what one finds important 
in one’s music, most students answered personally citing, 
“fun”, “authenticity”, “originality”, “passion” and “self-
expression”. 

When it came to the Digital Musicianship Workshop 
Questionnaire, we had fewer responses, but they were val-
uable in assessing how the digital scores presented to the 
musicians engaged them in the process of music-making. 
This is also an important part of DigiScore research, gath-
ering evidence on the connections, experiences of flow and 
the transformative effect digital scores have on musicians. 
Thus, the first two questions addressed musicians’ creativ-
ity, looking at the kinds of relationships musicians formed 
with the materials of the digital scores and how the digital 
score engaged the musicians in musicking. Part three 
asked them to reflect on any new musical experiences they 
might have had with the digital scores that could be 
thought of as transformational, mentioning a digital score 
in particular that had that effect. In addition to these ques-
tions, we were also interested to know what musicians 
might need from higher education, in general, to facilitate 
their engagement with digital scores in the future.  

Overall, the above questions were answered in greater 
depth and some trends that emerged from them reflect our 
impressions from the workshops: musicians preferred 
scores with clear instructions, which facilitated a fun and 
engaging experience for them. In addition, they found 
video games’ format engaging where some of the behav-
iours of video games (such as pursuing a goal, or ‘win-
ning’) add to the excitement of taking part in playing the 
digital score. 

5. CONCLUSIONS

Although this project is still in the relatively early stages, 
it is possible to conclude the following. However, we stress 
the need to be open about these insights and to move away 
from them if required as new insights emerge over the 
coming years if they present challenging or contradictory 
evidence. From a creativity perspective, digital scores are 
proving themselves to be engaging and versatile. They are 
supporting new expressive ideas and new cultural voices. 
The case studies we have thus far conducted are enhancing 
musicians’ creativity and supporting interdisciplinary col-
laboration. Creating digital scores through innovative use 
of digital media and technology does, however, come with 

a new set of concerns and responsibilities for those con-
structing them (what we have called composers) and those 
realising them (performers). We are starting to see a trend 
where this divide of “composer” and “performer” is divi-
sive and unhelpful with digital score creativity, and this is 
leading to false expectations and negative enaction. The 
solution we are seeing emerge is more interactive and col-
laborative discussion and involvement between the musi-
cians so that the needs of the realising musician (“per-
former”) are embedded into the core construction of the 
digital score. Additionally, as a lot of digital scores deal 
with rich media and audience-friendly spectacle, should 
their experience be factored into the construction? For ex-
ample, should they simply watch the digital score as shown 
to the “performers” or could there be a parallel version that 
heightens their involvement in the experience of the mu-
sic? 

The DigiScore project has focused on inclusivity and ac-
cessibility, and this is something that will grow over the 
coming years. In the 2 case studies presented in this paper, 
it is evident that the digital score format and approach are 
enhancing musical engagement for those involved. It is 
flattening any hierarchy of creativity and expression by 
neutralizing the specialism and training needed to share 
and communicate musical ideas (the core definition of a 
music score). Additionally, binding assistive and digital 
technology into the fabric of a digital score system, per-
haps with AI, is amplifying the communicative interac-
tions between musicians regardless of ability. 

Finally, by evaluating digital musicianship through digi-
tal score creativity we can start to see patterns that suggest 
it is shifting across 4 realms: skills, contexts, identity, and 
awareness. However, we wish to stress that these four 
realms are immutably interconnected and should not be 
isolated to the point of exclusivity of the influence of oth-
ers. For example, skills that are enacted in real-time are 
done so because of the individual’s context and education, 
which has informed how they perceive and what they are 
focusing their awareness on.  

There are more insights to be found in these three sec-
tions of the project. Our approach will be to challenge 
these provisional conclusions in the hope that they are 
strengthened or transformed. Ultimately they will be used 
to determine scientific knowledge of how digital scores 
stimulate new creative opportunities and experiences 
within a range of music practices, and to build a scientific 
study of inclusive digital musicianship through the trans-
formative potential of the digital score. 
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within. It was a vastly different experience to what I 

had previously experienced in picking up thin, white 

A4 scores with the same stock Finale or Sibelius 

fonts, and evoked a lasting regard for the ability of a 

physical score to seemingly reflect the music 

material held within. This sentiment is echoed in 

discussion with colleagues and enforced in 

composition courses and texts which emphasise the 

importance of good score engraving. However, 

though music notation is historically an explicitly 

graphic medium, academic analyses of scores 

typically focus on what musical material is being 

communicated through notation, without touching 

on how that notational material is visually designed 

and represented (such as font, format, size, medium, 

colour, and shape) and how it mediates a player’s 

interpretation. Building on the importance of visual 

design established in fields like advertising, I formed 

my hypothesis that the visual design of notational 

material (both in terms of aesthetics and 

functionality) might create an intrinsic difference in 

how that notation is interacted with and interpreted 

by performers. 

Within the vast field of novel and/or graphic 

notations, I limited my scope to the use of “colour-

notation” as a lens through which to examine the 

role of visual presentation in shaping players’ 

interaction with a score. In this paper, I present three 

case studies of original compositions which I have 

workshopped and discussed with performers in an 

iterative process. Using an artistic research 

framework, I highlight the lived experience of 

performers through thematic analysis of their verbal 

and written responses from collaborative workshops 

and surveys, and then compare this to my own 

reflections on the scores I created. Each case study 

uniquely demonstrates the value of colour as a visual 

design tool which mediates a performer’s 

interpretation and realisation of the score.  

2. VISUAL DESIGN AND

INTERPRETATION

Schuiling’s definition of musical notations as 

“interfaces for imagining virtual musical relations” 

[1, pp. 432] understands the score as a site for 

interaction and interpretation, with meaning that is 

flexible depending on the interpreter. In Western 

classical scores, some musical characteristics are 
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1. INTRODUCTION

The score is at the centre of many Western classical 

and contemporary music traditions, and the role of 

notation in mediating the exchange of musical ideas 

continues to foster boundless discussion and 

innovation. In my own experience of reading and 

interpreting notation, the physicality of the score has 

always felt vitally important in shaping my 

engagement with the work. I recall sitting in the 

university library as an undergraduate composer and 

sifting through large scores, feeling the yellowed 

grain of the paper, learning to recognise the unique 

style of each composer or engraver. The huge size 

and aged quality of these scores seemed to suggest 

the enormity and richness of the musical material 
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prescribed and proscribed, and some are left open to 

the judgement of the performer, who typically draws 

on historical and contextual clues to seek out and 

embody the composer’s emotional and narrative 

intentions implicit in those technical actions [2]. 

Silvermann describes two approaches to 

interpretation: formalist, in which the performer is 

tightly bound to and protecting the composer’s 

perceived intention, or subjective, allowing a 

performer more ‘poetic license’ to experiment [3]. 

For notated compositions, this process of analysis 

and interpretation is essential to aurally realising a 

work.  

This relationship becomes complicated by non-

standardised notations, such as graphic and/or 

coloured scores. In [4], Sobakina likens the process 

of interpreting such scores to that of experiencing 

synaesthesia, as without an existing frame of 

reference provided by Western staff notation, the 

performer must personally perceive intrinsic 

relationships between the graphics and a musical 

outcome. Here, musicians often rely on semiotic 

associations triggered by colour, shape, size, and 

visual interaction of elements. Therefore, musical 

responses and interpretation become closely tied to 

the performer’s individual response to the visual 

presentation of the score, including graphic 

components, format, style, and aesthetic value. 

Including open elements evokes Silvermann’s 

subjective approach to interpretation, centring the 

musical voice of the performer.  

For both standardised and non-standardised 

notations, visual design of the page plays a role in 

influencing a performer’s interpretative process. In 

staff-notated compositions, familiar elements such 

as font, typesetting, and format may subtly guide a 

player’s approach to a score. Different fonts possess 

distinct emotional connotations, described as 

‘semantic signatures’ by Kulahcioglu and de Melo 

[5], and can influence value judgements of a text [6]. 

In scores, the most common example is the use of 

‘classical’ sans-serif font versus ‘jazz’ script-style 

font, which separate perception of each genre by 

drawing on connotations of ‘seriousness’ and 

‘looseness’/’fun’ that Shaikh and Chaparro [7] 

attribute to serif/sans-serif vs. script fonts 

respectively. In a study on font and brand choice, 

Doyle and Bottomley [8] suggest that a font’s 

perceived appropriateness to its context can 

determine its appeal; in a score context, appropriate 

typesetting may indicate both professionalism and 

serve to reinforce a narrative for a player. Similarly, 

the appearance of staff notated scores carries extra-

musical connotations. Experienced performers can 

differentiate baroque, classical, romantic, and “new” 

music simply by looking at how information is 

distributed on the page; their own personal 

preferences for or against certain eras (and learned 

understanding of how they “should” be played) will 

immediately influence their attitude and approach to 

the learning process. The dense appearance of 

musical content in “new complexity” scores such as 

Brian Fernyhough denotes complexity and technical 

difficulty, and thus intellectual-musical value [9]. In 

contrast, sloppily engraved scores may be viewed as 

the work of an inexperienced or inattentive 

composer, and therefore are given less care in the 

interpretative process. 

Manipulation of otherwise-familiar content may 

also serve to illustrate the narrative of a work. 

George Crumb’s famously circular and spiral-

shaped piano scores such as Makrokosmos could 

have been notated using a traditional staff format, 

but McKay suggests that the unique calligraphic 

format perhaps adds an intangible narrative quality 

which “changes something fundamental about what 

the work communicates to a performer” [10, pp. 13]. 

Colour is a particularly versatile component of 

graphic scores, as demonstrated by the wealth of 

unique colour-scores and notation systems curated 

by sources such as Theresa Sauer’s Notations 21 

[11], Read Garner’s Source Book of Music Notation 

Reforms [12], and Cat Hope’s curated site Drawn 

From Sound [13]. Because there is no standardised 

symbolic meaning to colour as a notational 

construct, colour can be assigned open, ambiguous, 

or highly specific meanings depending on context. 

When colour is used as an open parameter, 

performers may draw upon associations between 

music and colour mediated by emotion, personal 

experience, and cultural metaphor [14]. For 

example, the association of red with excitement, 

anger and strength translates musically to speed, 

agitation and loudness, while cooler hues are 

associated with softer, passive sounds [15] [16] [17] 

[18]. John Cage’s Aria (Figure 1) is a notable 

example of an open colour-score which invites a 

performer to harness personal colour associations to 

create a variety of vocal timbres [19].   

Figure 1. Excerpt of Aria by John Cage (1958) 

Composers – such as Michael Poast, Deborah 

Pritchard, Anthony Braxton, and Cilla McQueen – 

join this tradition either by using coloured shapes, 

lines and spatial relationships alongside some 

traditional markings, or emancipating themselves 

from traditional notation styles entirely in 
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experimental, abstract scores [20] [21] [22] [11]. By 

applying graphic design principles in scores such as 

these, a carefully selected colour palette can 

communicate mood, style and concept, while also 

drawing the eye to or from specific elements [23]. 

Recognisable colour combinations can be used to 

illustrate narrative in a score, guiding an interpreter. 

The design (or in-/ex-clusion) of elements such as 

staff notation, text, colour, and imagery might 

suggest a genre or interpretative approach to a 

performer, e.g. more non-standardised 

characteristics might connote open interpretation.  

Colour-scores can also be explored through a 

variety of visual mediums, from pencil and paint to 

digital, with each medium carrying different 

connotations for a viewer. In the 21st century, digital 

scores and score-sharing present a particularly 

compelling and adaptable platform with which to 

experiment with colour and visual format, as the 

physical constraints of colour printing and paper no 

longer exist [24]. The Decibel ScorePlayer is a 

prominent example, hosting scrolling, animated 

scores that frequently feature line, shape and colour-

based graphics, most notably by composer-

researchers and developers such as Cat Hope, Aaron 

Wyatt, and Lindsay Vickery [25]. Cat Hope’s 

Human Cathedral (see Figure 2) is an example of a 

left-to-right scrolling score supported by the 

ScorePlayer [26].  

Figure 2. Excerpt of Human Cathedral (2019) by 

Cat Hope in the Decibel ScorePlayer 

The movement of the score allows colour to be 

used as a linear narrative tool in itself, unfolding as 

the piece progresses. This exciting format offers an 

opportunity for visual immersion to performers and 

even audiences. Its applications for colour-scores 

are explored as one case study in this paper. 

3. CASE STUDIES

In my recent work, I’ve become increasingly aware 

of the limitations of standardised classical music 

notations and performer-composer relationships 

enforced therein. The use of colour in my scores 

provided a gateway for me to begin exploring 

alternative notational spaces which gently disrupt 

those hierarchies. To centre the voices of performers 

in realising my work, I primarily explore the use of 

colour as an open, expressive device which invites 

players to draw deeply on their own creativity.  

What follows are three case studies, each analysed 

through an artistic research framework in order to 

illustrate the role of score design in mediating 

performer-score interactions. Each work uses a 

different medium, format, ensemble, purpose, and 

intended role of colour as an expressive tool, with 

the goal of examining how the visual qualities of a 

score can mediate and transform the musical 

response of performers. These works are part of an 

ongoing and iterative creative immersion in colour 

notation, during which I created and workshopped 

“colour-scores” over a period of years. In order to 

conduct an analysis of the effectiveness of each 

notation system, I sought feedback from performers 

using questionnaires and a semi-structured interview 

process. 

Using an action research spiral (O’Leary, 2004), 

each composition was developed and workshopped 

through a workshop – reflect on feedback – re-

compose – workshop cycle in order to hone in on the 

effectiveness of colour notation. To gather feedback, 

performer-participants completed a detailed survey 

before and after workshopping the piece, and I 

guided and transcribed in-rehearsal discussions 

regarding players’ evolving impressions of the 

score. By triangulating these data with my own 

reflections and recordings of each work, I can 

include the perspective of both composer and 

performer(s) in evaluating the role that presentation 

and aesthetic value played in interpretation of each 

work. In each of the case studies that follow, I 

synthesise these two perspectives to discuss how 

colour is uniquely utilised and presented, consider 

the role this played in performers’ interpretations, 

and evaluate its function as a visual notation tool. As 

the case study scores all contain open and semi-open 

notations – wherein one performer’s response might 

differ from another’s – each performer’s lived 

experience is offered equally as a unique perspective 

on the potential of the different scores, and my 

discussion of each case studies suggests the 

implications and questions that arise from my 

findings rather than a decisive conclusion. Due to 

the surprising lack of writing regarding this topic 

within music literature, the scope of this paper is 

limited to my analysis of this phenomena in the three 

case studies, alongside synthesis of my observations 

with literature from non-musical fields to offer an 

explanation as to how and why the performers in this 

study engaged with the scores as they did. 

4. FIREFLIES (2021)

Fireflies (2021) is a piece for piano and open-

instrumentation ensemble of 6 or more players. 

Composed with the intention of creating a 

minimalist soundscape with a progressive narrative 

driven by player decisions, the six players act as 

“fireflies”, gradually modifying an individually 

assigned three-note motif which is underlaid with a 

different colour (Figure 3). Performers are instructed 

to create a “personality” for their motif by 

manipulating the dynamics, articulation, speed, 

register and presence of the motif according to their 

personal interpretation of the given colour.  
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Figure 3. Excerpt from Fireflies (2021) displaying 

coloured ‘firefly’ motifs  

Two ensembles workshopped this piece in 

September 2021 and August 2022; this analysis 

draws from the responses of both groups. 

Instrumentation for group 1 included piano, 

vibraphone, flute, two violins, marimba, recorder, 

and banjo, and read from paper booklet-style scores. 

Group 2 included a range of pitched percussion 

instruments and mostly read from digital tablets. 

The score was originally hand-drawn, with coloured 

graphics later added digitally to the scanned score. 

Following suggestions made during the 2021 

workshop, I re-drew the score in 2022 using 

Procreate for iPad and altered the format slightly. 

Figures 4 displays an excerpt from the 2022 fully-

digital score.  

Figure 4. Excerpt from Fireflies (2021, rev. 2022) 

displaying coloured ‘firefly’ motifs  

Within my survey data and rehearsal 

transcriptions, I identified several key themes which 

pointed to the role of both the style of the score and 

its aesthetic appeal in shaping the way that 

participants approached their performance. 

4.1 Creative immersion and engagement 

First, the “homespun” presentation (as one player 

put it), including watercolour graphics and 

handwritten text instructions in lieu of bars and 

systems, engaged players differently than a black-

and-white score. Several players believed that, 

although traditional notation could have been used 

to achieve a similar result, they might have had a 

more “narrow-minded view… just counting rests 

and playing at the right time”. The existing format 

provided “more freedom… consciously thinking 

about how I could and should make the motif sound 

and where I should place it”. Another player 

suggested that if the score did not include colour, 

they “would have interpreted it more as [they] would 

a Reich score” and that they were “not so much 

worried about executing the correct notes as much 

as [they were] committed to evoking the colour of 

my firefly”. These responses echo McKay’s 

suggestion that Crumb’s Makrokosmos may have 

lost some intangible immersive quality if traditional 

notation were used [10].  

Without the score containing any pre-defined 

expressive approach to their motifs, players reported 

having to “dive into [their] imagination” and 

incorporate “more personality and individual 

interpretation” as they ‘interpreted’ colour. 

Reflecting Sobakina [4] and Palmer et al [14], their 

vivid descriptions of their colour interpretation drew 

on natural and emotional metaphor, including “a 

sombre, rainy blue”; “cherry blossom gardens”; 

“sadness and an anguish with a hint of tenderness”; 

“like the warmest hug”. Phrases like “embody”, 

“evoking”, and “see[ing] the music” suggest a 

deeply immersive interpretative process for each 

player. Here, the coloured score provided a visual 

and musical framework that invited players to feel 

comfortable contributing their personal musical 

ideas, and experimenting creatively within that 

framework. When presented with a work that 

visually deconstructed their expectations of what a 

score should look like, the group understood the 

need to subvert their own interpretative 

assumptions.  

4.2 Narrative subtext 

Another key role of colour and visual design in 

Fireflies is to reflect and enforce the narrative and 

emotional atmosphere of the work. Players 

repeatedly mentioned the visual appeal of the score, 

calling it “beautiful” and “a joy to look at”, with one 

player stating that “the hand-written, drawn and 

painted elements created a kind of organic 

homespun quality that worked for the piece.” Ren et 

al [27] found that when used in marketing, hand-

written font styles project qualities of warmth and 

personality; the response from performers suggests 

these qualities are also present in a score context, 

perhaps allowing players to feel more personally 
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connected with the score.  Further, the handwritten 

style and “beautiful” score design is indexical of the 

personal care, time, and attention present in the 

making of the score, which perhaps inspired players 

to engage with a similar degree of care.  

Through each player’s understanding of their 

motif colour, the piece takes shape and progresses 

organically; the unpolished, freely handwritten style 

of the score may have subtly reflected the creative 

freedom of the music itself. The warm, ethereal 

musical atmosphere was further enforced by the 

colour palette for the motifs: I intentionally selected 

colours which, to me, evoked either the warmth of 

nightlights or the colours of dusk. A player 

commented that “the colour palette… allowed for 

the score to evoke the delicacy and vibrancy of 

fireflies”. A stronger, darker colour palette may have 

evoked a different atmosphere. In this sense, visual 

design served to immerse players in both their 

creative roles and in the narrative of the work; as put 

by a player, “it is quintessentially a firefly piece in 

aesthetic!”.  

4.3 Reflection 

Overall, the unique design of the score mediated a 

positive relationship with the performers. The open 

notation elements, soft colours, and care implicit in 

the visually engaging hand-drawn score each 

contribute to a greater level of musical immersion 

and understanding of its narrative. Participants 

offered positive comments mentioning how “fun” 

and “engaging” they found the workshop, and when 

invited to add suggestions for future colour scores, 

even players who had previously expressed 

apprehension toward open scores were 

enthusiastically offering ideas. These included 

suggestions for shading and colouring the motifs, 

and a percussionist proposed adapting the work for 

pairs with a gradual colour gradient representing 

changes in sound. In future developments of 

Fireflies, I plan to re-create the score digitally with 

a black background and white text to take a more 

literal approach to visually illustrating the firefly 

narrative.  

A continued direction of inquiry for colour-scores 

is summarised by a player’s suggestion that “small 

injections of colour ‘de-colonise’ the score”. The 

work mostly uses text instructions, which contain 

prompts for verbal group discussion, alongside 

colour, which invites players to include their 

personal narrative. The reduction of staff notation in 

favour of alternative notational tools means that a 

player needs only basic knowledge of western 

notation to successfully perform the piece. By using 

tab or letter-names in noteheads, the score could 

easily be adapted to require no staff notation 

experience whatsoever. With such adaptations, the 

visual design of Fireflies suggests some possibilities 

for making tonal, contemporary art music more 

accessible to ear-trained and/or non-classically 

trained players. 

5. VENUS FLYTRAP (2022)

Venus Fly Trap was commissioned in 2021 by the 

Night Window Trio, including piano, Bb clarinet, 

and viola. It is a programmatic work which follows 

an unlucky fly’s demise in the jaws of a Venus 

flytrap. Venus Fly Trap is an experiment in 

combining colour with an otherwise very 

conventional staff-notated format (Figure 5).

Figure 5. Excerpt from Venus Fly Trap (2022) 

I used Finale to engrave the staff notation – using 

mostly default font settings to keep the style as 

familiar as possible – and edited in the colour using 

Procreate. Performers were not given any instruction 

as to how colour should be interpreted, other than 

that they should draw on their own intuition to 

connect it to an expressive musical response. My 

intention for this work was to understand how colour 

might complement (rather than replace) the 

traditional score, and how presenting it might inform 

or disrupt the perceived meaning of the score.  

5.1 Expressive cues 

A major benefit of combining colour and staff 

notation is that it provided an intuitive visual 

framework within which players could shape their 

expressive performance. This was present first at a 

micro level, as players used the colours provided as 

expressive referents to shape each individual phrase 

of the work. Throughout the work, the underlaid 

colour was “easy to read” and blended visually with 

the staff. It allowed players to absorb all information 

simultaneously, perceiving nuances in colour and 

their relationship to pitch and time. Positioning the 

colour within/behind the staff ensured that it was 
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seen as a welcome enhancement – rather than a 

replacement – of the familiar staff-notated content. 

Players responded to this addition by using colour as 

a tool to find the expressive meanings they had 

sometimes found staff notation to be lacking in. 

They noted that colour “evoked more of [their] 

emotions while playing” and “made [them] consider 

things like timbre and emotional intent”. This 

corroborated their pre-workshop predictions that 

colour would “enhance” and add “more direction 

and meaning” to traditional notation. Players 

mentioned the creative challenges arising from 

combining expressive markings and colour, such as 

when their personal interpretation of the colour 

information did not line up with assigned dynamics. 

A suggested solution was to combine perceived 

expressive qualities for more depth. As one player 

put it, “A red piano, may be produced with a slower, 

weightier bow with an intensely fast vibrato. This 

creates an intensity without the instrument being 

loud."  

5. 2 “Highlighting” structure

Colour’s role in expressing narrative was also 

evident at a macro level, as colour contrast provided 

immediate visual reference to the overarching 

programmatic structure of the work. Flipping 

through the score, players can immediately 

differentiate green, orange/red, and purple as 

distinct thematic material, with the return to green at 

the end signalling a return to the same musical 

material (Figures 6 – 7). 

Figure 6. Red excerpt from Venus Fly Trap 

Figure 7. Purple excerpt from Venus Fly Trap 

Like in Fireflies, the group’s interpretation of each 

colour emphasised the accompanying narrative 

content, though in this case it was likely 

complemented by expression markings. Green 

sections (marked as ‘a summer’s day, an innocent 

fly’) were described as having a “light alive green 

sound”; the red/orange sections (a fly being 

consumed by the flytrap) “made for a darker and 

more intensive timbre”; and the purple (alongside 

the marking ‘a brief memorial’) added “a sadness”. 

Though expression markings might have been 

sufficient, the inclusion of colour “played an 

important role in defining character and storytelling 

aspects of the music” and “definitely enriched my 

response to the emotion and character of the 

different sections." Within the comfortable 

boundaries of the familiar A4, white-paper, 

engraved staff notation, performers were able to 

explore colour’s expressive potential without 

becoming totally untethered from the familiar. 

5.3 Rehearsal cue 

The inclusion of colour played a major role in 

opening a dialogue around tone-colour and 

expression among the players and helping to shape 

rehearsals. Colour was seen as a useful prompt for 

“meaningful ensemble conversation about musical 

intentions and sonority”; this view reflected my own 

experience of the rehearsals, which were full of 

discussion surrounding colour and its relation to 

expression. Though one player expressed concern in 

the pre-workshop survey that the ensemble wouldn’t 

interpret colour consistently, the same player 

amended this opinion in the follow-up survey: “I 

believe [colour notation] adds to group unity in 

terms of phrasing and musical intention… and could 

even help to make the rehearsal process more 

streamlined and efficient”.  

5.4 Reflection 

In Venus Fly Trap, colour as a visual tool provided 

clarity in three ways: first, in providing an engaging 

enhancement to expressive information in staff 

notation; second, in visually illustrating the 

overarching narrative and structure of the work; and 

third, in prompting productive and creative rehearsal 

discussion. The trio’s experience (and the musical 

outcome) was positive, yet the design still has 

potential to be improved upon. In writing the piece, 

I used colour sparingly, concerned that including 

colour for the entire score might be overwhelming 

for players. In contrast, players suggested that 

sections without colour “definitely felt a little 

uninteresting when compared to the coloured 

sections”. Dark colours can sometimes obscure 

notes within the staff; in works since, I have 

experimented with colour above and below the staff. 

Both of these considerations exemplify the 

importance of how colour is styled (as opposed to 

simply whether or not it is included) within a piece 

in determining a player’s interpretation.  

6. STICKS, TWIGS, BRANCHES (2022)
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Sticks, Twigs, Branches (2022) is a three-movement 

scrolling score compatible with the Decibel Score 

Player. It was composed for prepared piano with 

extended techniques, three violins, and electric 

guitar with the intention of exploring the varied 

sounds created by different branches of the string 

family. Drawing on the style of scrolling scores by 

composers like Lindsay Vickery and Kate Milligan, 

in which artistic graphics are presented alongside 

some standardised notation, Sticks, Twigs, Branches 

combines elements of staff notation and open 

graphics on a colourful bed of shapes and lines 

(Figures 8-10).  

Figure 8. Excerpt from Sticks (2022) 

Figure 9. Excerpt from Twigs (2022) 

Figure 10. Excerpt from Branches (2022) 

The work was created entirely using Procreate for 

iPad. During the three workshops of this piece, I 
played the piano part with the goal of being a part of 

the interpretive discussion alongside the other 

performers. Performer quotes in this section are 

from the three violinists and guitarist.  

Unlike in Fireflies and Venus Flytrap, some 

explicit parameters were given to guide the 

interpretation of graphic elements; as a much greater 

proportion of this work included non-standard 

notations, establishing this framework provided 

coherency throughout the work. Performers were 

instructed to approach blue hues as passive, warm, 

and legato, and yellow hues as more active, bright, 

and angular, and relative size of shape was mapped 

to volume. Some instructions were informed by an 

early workshop in which the group freely 

improvised to simple graphic scores incorporating 

yellow and blue colour schemes, allowing me to 

embed the performer’s intuitive responses to colour 

within the score. Players are reminded in the 

performance notes that the instructions are 

guidelines only and intuitive exploration of sound 

and colour is encouraged.  

6.1 Immersive visual design 

A primary role of visual design in Sticks, Twigs, 

Branches was to provide an immersive platform for 

performers to explore both intuitive and learned 

responses to visual characteristics. In the pre-

workshop surveys, players were apprehensive about 

whether colour might impede their ability to 

“correctly” perform the work according to the 

composer’s (my) intentions. After playing the work, 

players’ focus had shifted away from this initial 

rigidity. Phrases like “I was thinking much more 

about sound in general than ‘am I getting it right’”, 

“it felt more fun and freer”, and “[the piece was] 

engaging to play, anxiety free” show the significant 

change in attitude from start to finish. The change in 

attitude reflects a shift from the traditional 

‘formalist’ interpretative approach described by 

Silvermann [3] to a more personal, performer-led 

‘subjective’ approach. By presenting colour and 

shape as having negotiable sound outcomes within 

some mapped parameters, performers were given 

safe boundaries within which to exercise their own 

musical voice.  

6.2 Font and colour contrast 

Colour also provided an opportunity to harness 

semiotic associations and visually signpost the 

musical style. Throughout the movements, I 

purposefully paired different colours and styles with 

different sounds. The movements Sticks and 

Branches were designed in a clean, digital style with 

shades of blue, whereas Twigs had a rough, sketchy 

style in shades of yellow and orange. My stylistic 

and font choices were intended to enforce and 

enhance the ensemble’s intuitive free-improvised 

responses to graphic drafts in an early workshop. 

The sketchy, unpolished Twigs (Figure 11) was 

played “a little more chaotic and energetic”, “more 
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disruptive”, and for the guitarist had “a more 

energetic feel and coarser texture that I would 

respond to in distorted sound and dissonance”.  

Figure 11. Excerpt of ‘rough, sketchy’ style from 

Twigs (2022) 

The roughness of the style denoted a similarly 

rough musical approach. The yellow-against-black 

colour contrast created by the dark background 

enforced the electricity intensity of the movement, 

as “higher contrast” equated to “more [musical] 

presence” with stronger dynamics and attack. 

 In comparison, one violinist was “more attentive 

to the timing of other players in Sticks and Branches 

because of the "cleaner" style”, as it complemented 

the “calmer/smoother” response to blue. The lack of 

contrast between background and foreground 

(Figure 12 and 13) may have further emphasised the 

soft, warm musical outcome. 

Figure 12. Dark blue against black in excerpt from 

Branches (2022) 

Figure 13. Light blue against blue in excerpt from 

Sticks (2022)   

In both cases, the visual style complemented the 

explicitly notated musical content in each 

movement: Twigs includes more fully improvised 

gestures and distorted/dissonant sounds, while 

Sticks and Branches are more expansive, tonal, and 

include more pitch notation. This strategy, in which 

the visual design semiotically reflects the musical 

style, allowed players to immediately perceive (and 

become immersed in) the intended expressive 

approach upon looking at the score.  

6.3 Reflection 

The overall response to the work was very positive, 

particularly regarding the democratic process of 

determining the interpretation. During workshops, 

players discussed drawing from cultural metaphor, 

associations between colour and natural phenomena, 

and personal synaesthetic associations. Allowing 

musicians to play, discuss, and reconvene created an 

opportunity for free negotiation of the “meaning” of 

the colour amongst players. The process was 

described as “collaborative”, “fun”, and “anxiety 

free”, with colour providing a visually engaging 

framework within which the musicians in the 

ensemble could play together and make individual 

creative choices in response to score directions. 

Indeed, as this work was shaped around initial 

improvisational responses to coloured graphics, it 

felt more akin to a collaboration than other works. 

Though I developed and notated the score, each 

performer’s creative essence is present in the final 

work. In this sense, colour and peripheral visual 

characteristics provided a gateway to gathering 

collaborative musical ideas and disrupting the 

expected hierarchy of creative interaction between 

‘composer’ and ‘performers’. In Sticks, Twigs, 

Branches, all of us existed somewhere in between 

those traditionally rigid roles. 

4. CONCLUSION

When a score is flooded with colour and visual 

gesture, it can present a deeply immersive musical 

and visual experience for performers, offering a 

different way to engage with and “see” music. 

Throughout this paper, I have observed how 

manipulating the visual design of colour-notation 

can transform the interpretative process in both 

historical examples and in the context of my own 

three distinct case studies. Though performers’ 

interpretation of (or, musical responses to) coloured 

stimuli are not always consistent from one performer 

to another, my findings demonstrate the relatively 

consistent influence of score design in transforming 

their approach to interpretation. Throughout the 

case studies, three key themes emerge which frame 

performers’ interactions with score design, even 

when the specifics of those interactions differ from 

player to player.  

1. Introducing a novel visual parameter

(colour) to a score causes musicians to
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engage differently with the score than they 

would have with a familiar format. 

2. Colour, font, style, shape, format, and

interaction of colour notation with

standardised notation all distinctly

contribute to musical response and shape

the perceived narrative of a work, though

the musical response may be variable from

performer to performer.

3. Colour, particularly when framed as a

semi-open notation, provides a framework

for collaboration between musicians and

for democratic creative interactions.

Primarily, these themes highlight how manipulating 

the appearance of notation can alter the way in 

which musicians engage with the score in a 

functional sense (i.e. how the score influences their 

audible musical response).  Beyond the functional 

roles that score design can play in mediating 

performer’s responses, comments from participants 

describing the scores as “beautiful” bring me to 

consider the role of the score as a visual 

accompaniment to a performance, or even as a 

stand-alone artwork. In other words, how might the 

score mediate an audience’s interaction with a 

musical performance? In the context of screen-

scores, Hope and Vickery suggest that a score 

projected alongside a performance could be a deeply 

immersive experience for audiences, but could also 

become a distraction from the musical performance, 

depending on the work [28]. If the score is intended 

to be able to stand alone without music – like in the 

case of Cilla McQueen’s Picnic [11], which consists 

of sweeping coloured shapes labelled with 

instruments – can it still be considered a score? 

Further research into score design and score 

aesthetics may continue to bring light to these 

definitions and differences. 

Within the scope of the score ‘experiments’ I have 

created thus far, the responses I have received from 

performers have impressed on me the immense 

value of learning new notation and design 

techniques as a composer. Colour and shape opened 

up new channels of communication between myself 

and the performers in this project, presenting a new 

way to suggest musical narrative and expression 

and, when the context called for it, welcoming 

performers into a more creative role. Performers 

often reported ‘interpreting’ colour by finding 

personal connections between colour and nature, 

symbolism, metaphor, and culture, and then 

triangulating these with aural associations  –  a 

fascinating and personal process which warrants 

further investigation to understand. As questions 

continue to emerge, the findings presented in this 

paper open a doorway for myself and others to 

deepen our exploration of the role of colour and 

score design in extending notation practices. In my 

own research and composition practice, I will 

continue experimenting with creative uses of colour, 

imagery, and design in written score formats, 

moving toward a better understanding of how score, 

performers, and audience might interact.  
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ABSTRACT 

This paper posits that there is a mapping between the Yi-
jing (YJ) symbolic domain of change and the spectromor-
phological (SM) domain of sonic forms. Such a demon-
stration can substantiate the ontological terrain and pri-
mary categories of sonic states and their transformations. 
Spectromorphology emerged out of an empirical/phe-
nomenological method as bound to sonic material, while 
being shaped by categorical, symbolic and historical con-
siderations. The Yijing arose from a much longer rela-
tionship with a method of describing the abstract states 
and processes of change itself, independent of material or 
contextual application - determining its object or context 
at the time of reading or consultation. In this paper, I 
touch on the basic concepts that situate this study and 
how it might be applied in a prescriptive musical context 
(notation). 

1. INTRODUCTION

声 (sheng) means sound, 易易 (yi) means change, 经 (jing) 
means book, 学 (xue) means study. 声易易学 (sheng yi xue) 
’sound change study,’ could directly translate to spectro-
morph-ology. Morph means form or shape. Morphology 
refers to the study of forms; spectro-morph-ology: the 
study of sound forms. Meta-morphosis or morpho-gene-
sis means change or generation of form, respectively.  

To orientate the reading, in the following image, we see 
one example of a possible correlation between the Yijing 
hexagram Cui, Clustering and the spectromorphological 
graph of Bulging. A catalogue of such mappings aims to-
wards a 声易易经 (Sheng Yi Jing) or Book of Sound 

Changes. 

Figure 1. Mapping YJ hexagram Cui to the SM symbol 
for bulging. 

Form and change are related such that without form there 
can be no change and conversely, without change there 
can be no form. It would be a neat characterization to say 
that morphology is focused more on ‘transformation of 
forms,’ while the yijing system is focused more on ‘forms 
of transformation;’ but this has to be investigated. The 
premise of this project is that a comparative study of the 
Yijing as applied to the domain of spectromorphological 
concepts will unfold clear correspondences between the 
two domains. The YJ is thousands of years old, while SM 
is a relatively young field, yet this paper aims to show 
that the comparison can lead to mutual insights. 

2. PROBILITY SPACE OF CHANGE

One could look at the field of all possible sound change 
as a probability space.  

Figure 2. Probability space from https://en.wikipe-
dia.org/wiki/Probability_space. 

Let’s look at the rules that formalize a generic probability 
space: 

Copyright: © Ken Fields. This is an open-access article distributed under the 

terms of the Creative Commons Attribution 3.0 Unported License, which permits 

unrestricted use, distribution, and reproduction in any medium, provided the orig-

inal author and source are credited. 
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• All possible outcomes are called the ‘sample
space.'

• An ‘event’ is one particular outcome.
• Divide the number of event(s) by all possible

events which will equal the ‘probability meas-
ure’

In a similar way, Let the 64 Hexagrams of the Yijing to 
represent the probability space of sound changes. 

Figure 3. Yijing hexagrams as a probability space. 

Considering the hexagrams to represent sonic transfor-
mations, we can call the probability of all sound changes 
the ‘sample space,’ that which represents any one partic-
ular abstract change schema an ‘event’ and the probabil-
ity for that change to occur, the ‘probability measure.’ 
Further on, we can call a larger set of changes a ‘perfor-
mance event.’ 

One can look at the ancient text of the Yijing (易易经) in 
terms of the Chinese equivalent of probability theory.  

3. BACKGROUND

This section looks very generally at some underlying dy-
namics of the system of the Yijing as it might relate to a 
scientific understanding in general or field and wave phe-
nomenon in particular. 

Figure 4. Sine wave compared to the Taiji symbol. 

1 The Yizhuan or Dazhuan, translated as the Great Com-
mentary of the Yijing. Attributed to Confucius or disciples. 

It is said in the Yizhuan1 “Conjunction and alteration of 

yin and yang (阴阳) is called the dao (道)” [1, p. 517]. 

The interaction of yin and yang is the way things are 
formed and transformed; such is the essence of change or 
yi (易易). Compare this to a famously attributed (dubious) 

quote to Einstein that, “everything in life is vibration.” In 
any case, this is a fundamental premise in physics. 

There is a striking correspondence between Chinese met-
aphysics and quantum theory. In physics there is the vac-
uum, or ether, or dark energy, which could correspond to 
the Chinese concept of Tàixū (太虛) – or ultimate void – a 

complex term originating with Zhang Zai (1020-1070) as 
a refutation of Laozi’s conception of nothingness (wu). 
“Taixu contains qi… taixu is in both the dispersion and 
the coalescence of qi… one thing but two states (yi wu 
liang ti - ⼀一物兩體)” [2, p. 47]. It is then straightforward 

to extend this concept to the fundamental energetic parti-
cles/fields (two states) of quantum theory. Qi is therefore 
a complex configuration of energies. 

When considering the structuration of physical or biolog-
ical matter by fields of energy (morphogenesis), we have 
the concept of Lǐ (理理) in Chinese - pattern: holding that 

“there is no energy that is not patterned” or that “qi func-
tions as emergent organizations of energy (氣之理理 qi zhi 

li)” [3, p. 82]. Wang Fuzhi writes (400 years ago) follow-
ing Zhang Zai (1000 years ago): “Patterning moves 
within qi. There is nothing that is not constituted by Qì, 
so there is also nothing that does not have pattern” [Ibid, 
p. 82]. This patterning is created out of the polarity of
Yīnyáng (阴阳) and continually changes/evolves as sub-

ject to the nature of Gǎnyìng (感应 resonance). 

This process of patterning as represented in the symbol-
ism of the Yijing, distinguishes three kinds of change in 
general: no change, cyclic change and sequential change. 
Movement and rest have their definite laws according to 
these firm and yielding lines and are differentiated and 
motivated by energetic polarities [4, pp. 833-34]. 

4. SPECTROMORPHOLOGY

The philosophy of form and transformation in the West 
has ancient roots as well (Platonic forms and a persistent 
cultural/philosophical polarity of a different sort: ideal-
real). Not by chance, this dialectic of form plays out well 
in the early history of electroacoustic music in the 
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theoretical approaches of musique concrete and spectro-
morphology [5, 6]. The concrete/discrete approach of 
Schaeffer focuses on the physical-phenomenological 
characteristics of sound objects (the real), while 
Smalley’s SM leans more towards the abstract/reduced 
(ideal) by identifying sonic structure through the analytic 
bifurcation of their spectral and energetic (temporal) 
components. Both methods tend ultimately toward listen-
ing and categorization which this project hopes to cross-
culturally extend further.  

Figure 5. Offset genres. Image from auralsonology.com 
[Online]: Accessed January 2023. 

As a broad sociological project spanning decades, the 
spectromorphological symbolic system has become hy-
brid and extended, coalescing into an organized language 
for describing sound shapes, spectra, and transformations. 
It classifies the abstract properties of amplitude, duration 
and spectra; onsets, continuants, terminations; motion and 
growth; harmonicity or density, and more [7]. The graphs 
can be deployed in analysis or composition, or are, for 
taxonomists, interesting in themselves. 

Figure 6. Spectromorphological categories. Image from 
auralsonology.com. [Online] Accessed January 2023. 

The 21st century brings with it new frameworks to chal-
lenge spectromorphological approaches, experimenting 
with embodied, acoustemological, ecstatic, indigenous or 
even phonosophical approaches [8]. Also, a better under-
standing of the latest scientific perspectives can be, para-
doxically, an opening to ancient modes and approaches 
that are non-mechanistic and less sonic materialistic. 

5. THE YIJING

In comparison to SM, the Yijing utilizes a system of hex-
agramatic graphs (comprised of six binary yin/yang lines) 
with associated symbols and poetic imagery: the chinese 
characters and evocative scenes (treading on a tiger’s 
tail). The symbols represent “all possible configurations 
of change in nature and in human life.” [9, p. 1]. The situ-
ational images are abstract - to be applied in specific 
frameworks, contexts or situations. Here, they are applied 
to organized sounds. 

Figure 7. Hexagram sequence of Fuxi, the mythic creator 
of the Yijing [9, p.27]. 

A 3000 year history of ‘Guān’ (观) or ’comprehensive ob-
servation’ has led to the formation of the Guà 卦 (tri-/hex-
agramatic symbolic system), and their many layers of in-
terpretation. When you look at any particular hexagram, 
you are looking into a virtual space, or house, that has 
been visited by generations of scholars over the centuries. 
On the walls of each space hangs their analytical poems, 
paintings, or commentaries written in thoughtful mo-
ments or in consideration of dire situations. The Yijing, 
while built on a binary-based arithmetical scaffolding, is 
lush and overgrown with the vines of deep organic/histor-
ical experience.  
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6. HEXAGRAMS

In considering this virtual probability space of sound 
changes (声易易 sheng yi), the hexagrams are reoriented 

horizontally rather than vertically, in order to consider 
them from an aspect of resonance, left-right symmetry 
and from a perspective of mutual relationality. 

III::I
Vertical  Horizontal 

Figure 8. Horizontal orientation of hexagrams allows for 
emphasizing symmetry rather than hierarchy.  

In the horizontal aspect, hexagrams can be weighed as a 
symmetry, rather than heaven-above and earth-below, or 
superior and inferior positions. Secondly, we find that 56 
of the hexagrams are actually mirrored by their adjacent 
hexagram - according to their order of listing in the Book 
of Changes. In other words, they come in pairs and as 
such form conceptual continua. This is similar to what is 
known as hexagram fluctuation, or Guà biàn 卦变 as 
noted by the philosopher Zhu Xi. For example, hexagram 
pair 25 (Wuwang ⽆无妄, Without Entanglement) and 26 

(Dachu ⼤大畜, Great Accumulation) reveal a mirror sym-
metry: 

I::III <–> III::I

Figure 8. Mirror hexagrams 25 and 26, Wuwang and Da 
Chu, represents a continuum of entanglement.  

To illustrate the above, the paired sonic archetype as rep-
resented by hexagrams 25/26, represents the idea of non-
entanglement to full entanglement. 

Figure 9. Illustration of the continuum of entanglement. 

In total, 56 mirrored adjacent hexagrams are paired based 
on left-right reversal. The other 8 hexagrams are self-
symmetrical or mirrors of themselves (such as II::II or 
:IIII:). As pairs, 56 hexagrams are reduced to 28 arche-
typal concepts plus eight self-symmetrical hexagrams de-
rive 36 sonic archetypes. Interestingly and perhaps non-
incidentally, Schaeffer’s TARTYP, which is “intended to 
present a presumably all-encompassing typology of 
sound objects” breaks down into 28 categories! [7, p. 3). 

7. PUTTING SYSTEM TO SCORE

The guqin is an ancient Chinese instrument. An anti-
quated notation system that exists for the quqin is based 
on a system of ‘reduced characters’ (减字谱 jianzi pu). 
The system assembles a complex music gesture by indi-
cating a string number, fret position, right hand plucking 
technique and left hand movement. Immediately, we are 
struck by the similarity of the idea of Schaeffer’s “Typo-
logical Formulae” to indicate the “interdependence of a 
group-object and its constituent parts” [5, p. 372]. Six 
sections of the reduced character are filled in by simpli-
fied radicals as indicated on the following diagram [10]. 

Figure 10. Schema of a reduced character for ancient 
guqin notation. 

While the Sheng Yijing aims to be a general theoretical 
framework, the reduced character may be a natural solu-
tion to translate a hexagram into a six-part formulary to 
communicate more detail to a performer. But the underly-
ing computer representation would indeed be a more 
mathematized specification as illustrated in Schaeffer’s 
TOM [5, p. 373]. The Chinese radicals that comprise the 
displayed character would not indicate guqin gestures 
necessarily, but rather would represent more broadly 
sheng yixue / spectromorphological gestures - so that any 
instrument(s) could perform the score. 

For example, while slot 6 (see diagram above) indicates a 
string number and pluck technique for a guqin, for our 
system, we could insert the Yijing character here which 
corresponds to a symbolic sound function (i.e. accumula-
tion). Slots 1-3 might indicate the onset of a pitched or 
dystonic event and a transformation (pitch envelope of 
the center frequency of an EQ filter). Slots 4 and 5 might 
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refer to gait and offset/release. This part of the system is 
yet to be determined. 

Currently we are working with brainwave sensors to trig-
ger the symbolic events - hexagram choice. We have 
started working with mappings - from brainwave event, 
to Yijing probability space and finally to reduced charac-
ter that indicates the sonic gesture for the performer. Of 
course, a brainwave controller is just one way (much 
more complex than necessary perhaps) to trigger sonic 
events. That said however, the brainwave sensor output is 
a multichannel system of neuronal energy flux, which has 
its own potentialized change space within which we can 
look for further correspondences between mind, brain, 
change states and symbolic sonic event. 

8. CONCLUSION

This paper has introduced a Chinese approach to sonic 
description based on its own internal philosophical tradi-
tion, the Yijing. Quoting Wang Fuzhi: “The function of 
nature (tian 天) to enact transformations is qi. Its transfor-
mations achieved in the way (dao 道) are patterns (li 理理)” 
[3, p. 82).  

Spectromorphology is a system for describing electroa-
coustic sound shapes and epitomizes the traditional West-
ern approach to sonic description through abstraction and 
categorization.  

The YJ is a process-based system encased within an 
arithmetical scaffolding. We analogized the hexagramatic 
space to a probability space of sound changes. We found 
possible mappings between the Yijing and spectromor-
phological categories. An important concept in Chinese 
philosophy is resonance or Ganying 感应 (resonance) 
which creates flux and movement in a polarized configu-
ration of yin and yang. We begin to explore the resonance 
between the YJ and SM.  

Work has begun on a score system to communicate the 
shengyi (sound changes) meanings to performers. The re-
duced character technique is one possible solution for en-
hancing or reinforcing the abstract nature of the shengyi-
jing system. The simplified radicals in their appropriate 
slots act as a sonic gestural alphabet, similar to 
Schaeffer’s formulae, to translate the words of the 
shengyijing images. 

Finally, a toss of the coins finds that the space of disper-
sion-restraint (涣 huan and 节 jie) leads to the perilous pit 

of darkness. So at this early stage of this project, one 
would be advised not to venture a definitive conclusion. 
In general, spectromorphology is deployed in the mode of 
description more often than it is applied in prescription 

(notation); more as an analytical apparatus. The Yijing 
has traditionally been consulted as prognosticative of 
events and actions; more as a prescriptive apparatus. 
Thus the Sheng Yijing (Book of Sound Changes) might 
prove a better system for sound notation for performers, 
rather than as a precise tool for sound analysis. 

Figure 11. Yi (Sound Change). New composite Charac-
ter designed by Zhang Ruibo. 
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